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ABSTRACT
Unary computing, whose arithmetics require only one logic gate,
has enabled efficient DNN processing, especially on strictly power-
constrained devices. However, unary computing still confronts the
power efficiency bottleneck for buffering unary bitstreams. The
buffering of unary bitstreams requires accumulating bits into large
bitwidth binary numbers. The large bitwidth binary number needs
to activate all bits per cycle in case of carry propagation. As a
result, the accumulation process accounts for 32%-70% of the power
budget.

To push the boundary of power efficiency, we propose
Cambricon-U, a systolic random increment memory architecture
featuring efficient accumulation. By leveraging skew number data
format, Cambricon-U only activates nomore than three bits (instead
of all bits) from each number per accumulating cycle. Experimental
results show that Cambricon-U reduces 51% power on unary accu-
mulation, and improves 1.18-1.45× energy efficiency over uSystolic,
the SOTA unary computing scheme baseline, with -1.9%∼+0.77%
area overhead.

CCS CONCEPTS
• Computer systems organization→ Architectures; • Hard-
ware→ Emerging architectures.
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1 INTRODUCTION
Recently, unary computing has re-emerged as a high power and
area efficient alternate to conventional binary computing for pro-
cessing deep neural networks (DNNs) inference on strictly power-
constrained IoT devices [9, 30, 31, 37, 43, 53]. The high efficiency of
unary computing comes from its simple data format and therefore
simple arithmetics. Unary computing encodes binary data into 1-bit
data streams (i.e., bitstreams) [15], significantly reducing the power
consumption of data read/write. Meanwhile, computing with the
unary bitstreams requires simple arithmetic processing unit (e.g.,
one AND or XNOR gate), avoiding the costly binary arithmetic units
(e.g., 16-bit multipliers). Recent works leverage such simplicity for
high compact hardware implementations with high computational
parallelism and data reuse ratio [46, 55].

However, even if such computational simplicity reaches its ceil-
ing, it cannot break through the power bottleneck caused by the
complex buffering of unary bitstreams. As evidence, for state-of-
the-art unary computing accelerator uSystolic [55], the buffering of
unary bitstreams occupies 58%-78% of a unary systolic array (Fig-
ure 1) and 32%-70% of the total power consumption (Figure 4). The
reason behind is that the buffering of a unary bitstream requires it
to accumulate bit by bit into a large bitwidth binary number. Dur-
ing such unary accumulation, the binary number needs to activate
all bits per cycle in case of carry propagation (i.e., each bit of the
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Figure 1: Breakdown of power in a unary systolic array
(WS: Weight-stationary; IS: Input-stationary; OS: Output-
stationary). Each PE contains a weight register (WREG), an
input register (IREG), a unary multiplier (MUL) and an accu-
mulator (ACC) for buffering unary bitstreams. ACC accounts
for 58%, 58%, and 78% power of the array, respectively.

number may flip due to the ripple of carries from LSB to MSB).
For example, the carries during accumulating ‘1’ (from a unary
bitstream) onto (the binary number) ‘01111b’ will flip all 5-bits. To
handle this case, the full-bitwidth adder (which requires activating
all bits of the operator) is needed for unary accumulation, thus
incurring large power overhead.

To break through the power bottleneck, we propose a systolic
random increment memory architecture (Cambricon-U), which
features efficient accumulation when buffering unary bitstreams.
On the one hand, the storage module of Cambricon-U is the RIM
array, which buffers unary bitstreams from PEs into skew numbers
(i.e., a non-standard ternary data format where at most one ‘2’ can
appear in a digit). Specifically, when accumulating one bit of a
unary bitstream into the RIM, unlike the binary number that needs
to activate all bits, the skew number only needs to activate the
least significant bit or the adjacent bits of ‘2’ (i.e., no more than
3-bits), so that heading off the carry propagation. Therefore, by
leveraging the skew number data format, the full-bitwidth adder
can be replaced by a half-adder without sacrificing execution time,
thus significantly reducing power consumption. On the other hand,
the calculation module of Cambricon-U is a systolic PE array that
can fully utilize the accumulation efficiency of RIM. Specifically, the
PE array is not only responsible for unary arithmetic operations,
but also for offsetting the accumulated digit values from ‘-1,0,+1’ to
‘0,+1,+2’, thereby avoiding unary subtraction in RIM. Additionally,
multiple PEs share a Converter that converts the skew number
(read out from RIM) to the binary number, serving as an interface
between the Cambricon-U core and external storage. Moreover, in
order to further clarify the efficient unary accumulation mechanism
in the Cambricon-U, as a supplement to the architecture design, we
also conducts a detailed circuit design and simulation of the RIM.

We conduct experiments to evaluate Cambricon-U against
uSystolic [55] under versatile configurations, including rate and
temporal-coding schemes, ranging from 32 to 2048 MAC cycles, as
well as typical dataflows such asWS, IS, and OS, onMLPerf-Tiny [4]
benchmarks. The RIM is evaluated through detailed circuit design
and simulation. Experimental results show that RIM reduces the
power of accumulation by 51%. The energy efficiency of Cambricon-
U is improved 1.18-1.45× over uSystolic, with only -1.9%∼+0.77%
area overhead.

This paper makes the following contributions:
• We demonstrate buffering unary bitstreams by accumulating
bits to large bitwidth binary numbers is the power bottleneck
in contemporary unary computing architectures due to the
full bitwidth activation in case of carry propagation.

• We propose Random Increment Memory (RIM) which accu-
mulates unary bitstreams to skew numbers for power efficient
accumulation where no more than three bits are activated
per cycle.

• We propose Cambricon-U, a unary computing architecture
leveraging RIM for buffering unary bitstreams, which im-
proves energy efficiency with minimal area overhead.

• We evaluate Cambricon-U in the context of power-
constrained devices on DNN benchmarks from MLPerf-
Tiny [4], and demonstrates the effectiveness of the skew
format buffering to reduce energy consumption.

The rest of the paper is organized as follows: Section 2 introduces
the basics of unary computing and uSystolic, the state-of-the-art
unary computing architecture. Section 3 analyzes the power bot-
tleneck of contemporary unary computing architectures. Section 4
presents the structure and functions of RIM. Section 5 presents the
architecture of Cambricon-U. Section 6 describes the detailed cir-
cuit design of RIM. Section 7 describes the evaluation methodology
and presents the experimental results of Cambricon-U. Section 9
discusses the related works, and Section 10 gives the conclusions.

2 BACKGROUND
In this section, we review the basic concepts of unary computing
and state-of-the-art unary computing architectures.

2.1 Unary Computing
By representing numbers as unary bitstreams, unary computing
enables low power multiplication with simple logic gates. After mul-
tiplication, unary-binary conversion occurs between consecutive
DNN layers.

2.1.1 Unary Representations. The representation of a number us-
ing a unary bitstream can be achieved through two coding schemes,
namely rate-coding and temporal-coding, as shown in Figure 2.
The first scheme, known as rate-coding or stochastic comput-
ing [2, 15, 35], utilizes the frequency of 1s to represent a number.
In this scheme, the frequency of 1s, denoted as 𝑃 , can be translated
into a number in two ways corresponding to two unary bitstream
formats: unipolar or bipolar [6]. The unipolar format represents an
unsigned number within the range of [0, 1] as 𝑃 , while the bipolar
format represents a signed number within the range of [−1, 1] as
2𝑃 − 1 [29]. Both formats require a stochastic number generator
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Figure 2: The two coding schemes of unary representations.
A unary bit is generated by comparing SRC with either a
random number from a random number generator (RNG)
in (a) rate-coding or a number from a counter (CNT) in (b)
temporal-coding.

(SNG) [33] to generate bitstreams. The stochastic number generator
is comprised of three distinct components: a random number gen-
erator (RNG), a source register, and a comparator. The comparator
compares the value of the source register and a random number to
generate one bit per cycle. This process is repeated until the desired
number of bits is reached.

The second scheme is temporal-coding, also known as race-
logic [36, 39, 40, 52], which represents a number based on the tran-
sition timing of a signal. In this scheme, a temporal-coded bitstream
always contains consecutive 1s followed by consecutive 0s. Unlike
rate-coding which uses RNGs to generate bitstreams, temporal-
coding replaces RNGs with counters [9, 17, 48, 49], which reduces
the power overhead of unary bitstream generation. Additionally,
temporal-coding allows for efficient bitstream generation from ana-
log signals, making it more suitable for near-sensor computing
applications [53]. In this paper, both rate-coding and temporal-
coding are evaluated in order to identify the power bottleneck of
current unary computing architectures and to compare with ours.

2.1.2 Unary Arithmetic Operations. A unary GEMM operation is
composed of multiplications and additions. Multiplication is per-
formed in unary computing employing elementary logic gates,
specifically an AND gate for unipolar format and an XNOR gate
for bipolar format, as shown in Figure 3. Within this framework,
the AND gate is more preferable to researchers for two reasons.
First, the AND gate is notably less expensive than the XNOR gate,
with lower power dissipation during multiplication. Second, the
AND gate exhibits superior accuracy over the XNOR gate, which fre-
quently produces large errors when operands approach zero [56, 57].
Although the AND gate is notably simpler and more precise than
the XNOR gate, it is restricted on unsigned numbers. Thus, re-
searchers tend to execute one inner product via two rounds, one for
positive results and another for negative results [31, 44, 46], either
in parallel or serial. In an effort to mitigate the double execution
overhead, [54] recommends an innovative approach that executes
precise multiplication operations within a solitary round, effectively
reducing the double time or power overhead. Although this repre-
sents a significant advancement, achieving a one-round AND gate
multiplier results in greater complexity of the accumulator, thereby
increasing the power overhead required for accumulation [55].

Addition is another vital operation in the context of unary
GEMM, where it facilitates the combination of multiple bitstreams.
When summing two bitstreams, either a multiplexer (MUX) [42] or
an OR gate [12] can be employed. Specifically, the MUX operates
by performing a scaled addition, denoted as𝑀𝑈𝑋 (𝑃1, 𝑃2) = (𝑃1 +

01100101
00000101

10010101 CMPAND
P1=1/2  V1=P1=1/2

P=1/4
V=P=1/4P2=1/2  V2=P2=1/2

(a) Unipolar

00101011

11000110

00010010

P1=1/2  V1=2P1-1=0

P=1/2  
V=2P-1=0P2=1/4  V2=2P2-1=-1/2

XNOR

(b) Bipolar

Figure 3: Unary multiplication of (a) unipolar and (b) bipolar
formats of unary bitstreams, where 𝑃 is the probability of bit
1s. An AND gate is used to multiply two unipolar bitstreams,
and an XNOR gate is used to multiply two bipolar bitstreams.

𝑃2)/2, using two input operands 𝑃1 and 𝑃2. For 𝑛-input operands,
an 𝑛-input MUX is utilized to perform an addition that is scaled by a
factor of 𝑛, resulting in𝑀𝑈𝑋 (𝑃1, 𝑃2, ..., 𝑃𝑛) = (𝑃1 + 𝑃2 + ... + 𝑃𝑛)/𝑛.
However, the large scaling factor 𝑛 restricts the applicability of
MUX addition to narrow widths [12]. Furthermore, to achieve ad-
equate accuracy in practical DNNs, it is necessary to integrate
neurons with inputs numbering in the hundreds or thousands,
making MUX additions unsuitable. Alternative OR gate-based addi-
tions are free of scaling factors but experience systematic errors,
with 𝑂𝑅(𝑃1, 𝑃2) = 𝑃1 + 𝑃2 − 𝑃1𝑃2 giving rise to errors that can-
not be disregarded when 𝑃1𝑃2 is relatively large [46]. Moreover,
the OR gate-based addition method is further affected by satura-
tion, which decreases accuracy. What is worse, the above addition
methods are designed specifically for rate-coding, whose accuracy
highly relies on the correlation [1] between the input bitstreams,
thus failing to cater for accurate addition of temporal-coded bit-
streams [54]. Because of the limitations of unary additions, it is
necessary to perform addition in binary domain by accumulating
1s accurately [9, 17, 48, 49, 55].

2.1.3 Unary-Binary Conversion. The unary-binary conversion oc-
curs at the start and end of the execution of one DNN layer. The
conversion from binary to unary format is achieved by applying
unary stream generators, which utilize a RNG in rate-coding and a
counter in temporal-coding. Conversely, the conversion from unary
to binary format is typically executed using binary accumulators
in light of the inaccuracy of unary adders. Based on the unary mul-
tiplication result’s sign and absolute value, the binary accumulator
adjusts the accumulated value by incrementing, decrementing, or
maintaining it [55]. Specifically, given the multiplication result’s
sign as 𝐴 and the produced multiplication bit as 𝐵, the accumulator
modifies the sum 𝑆 according to Equation 1 where 𝐴 = 0 and 𝐴 = 1
represents positive and negative, respectively.

𝑆𝑖+1 =


𝑆𝑖 + 1, 𝐴𝑖 = 0, 𝐵𝑖 = 1
𝑆𝑖 − 1, 𝐴𝑖 = 1, 𝐵𝑖 = 1
𝑆𝑖 , 𝑜 .𝑤 .

(1)

2.2 uSystolic
uSystolic [55], the state-of-the-art unary computing architecture,
leverages a unary systolic array which comprises a unary PE array
and peripheral components (PH), as shown in Figure 1. In the
unary PE array, each PE is composed of four components: weight
registers (WREG), input registers (IREG), a unary multiplier (MUL)
and an accumulator (ACC) for the buffering of unary bitstreams.
While all dataflows employ a costly large-bitwidth adder for unary
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accumulation (ACC), the other three parts (WREG, IREG, and MUL)
are subtly different in various dataflows. In the case of weight
stationary (WS) dataflow, the WREG comprises a random number
register, a weight absolute value register, and a weight sign register,
while the IREG is made up of an input sign register and a D-flipflop
(DFF) buffering one unary bit of an input. The MUL consists of a
comparator (CMP) to generate one unary bit of weight per cycle,
an AND gate utilized for unary multiplication and an XOR gate
that computes the sign. The bitwidth of WREG and CMP can be
8-bit or 16-bit to support different resolutions. In the case of input-
stationary (IS) dataflow, the structure of a PE is akin to that of WS
dataflow, with the only difference being the interchange of weight
and input. As for output stationary (OS) dataflow, both the WREG
and IREG are constituted by a sign register and a DFF buffering one
unary bit. The MUL in OS dataflow only comprises an AND gate
and an XOR gate.

The peripheral components (PH) include unary stream genera-
tors (UBGs), random number generators (RNGs) and FIFOs. In WS
and IS dataflow, the PH on the left side of the unary systolic array
consists of a single column of FIFOs and UBG-RNG pairs. Each row
of PEs share one pair of UBG and RNG. On the other hand, the
PH on the top of the systolic array consists of only FIFOs. In OS
dataflow, both the PHs consist of one column/row of FIFOs and
UGBs, with each UGB shared by one row/column of PEs. Overall,
the PHs play a crucial role in ensuring efficient data reuse and
synchronization across the systolic array.

The unary systolic array operates similarly to a binary systolic
array [23, 47]. First, if necessary, relevant data are preloaded into
the PEs and remain static until the output feature maps are calcu-
lated. For example, in WS dataflow, the weights are flowed into
weight registers of each PE before computing. The UBGs or RNGs in
peripheral components then generate unary bitstreams or random
numbers, which are fed to the systolic array and reused by multiple
PEs. The reuse of unary bitstreams or random numbers allows lo-
cating unary stream generators only at the peripheral components,
amortizing the power and area overhead among one line of PEs.
As the unary bitstreams or random numbers are streamed in the
systolic array, the ACC in each PE accumulates the unary bitstream
generated by the multiplier.

3 MOTIVATION
Recent architectures only focus on leveraging simple data format
and simple arithmetics for accelerating unary computing. For in-
stance, [49] eliminates the AND gate for unary multiplication and
gains higher compact hardware implementations. SkippyNN [17]
and DPS [48] focus on reducing MAC cycles with higher computa-
tional parallelism. uSystolic [55] pays attention to more efficient
data reuse to amortize the power of random number generators
across PEs.

Although previous work has fully leveraged the simplicity of
unary arithmetic, the hardware power efficiency is still hindered
by the extensive unary accumulations when buffering unary bit-
streams. As evidence, unary accumulations in the buffering of unary
bitstreams (shown in the orange color legend ‘ACC’ in Figure 4)
occupy the largest portion (32%-70%) of the total power consump-
tion in all evaluation scenarios, including rate and temporal-coding
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Figure 4: The breakdown of energy utilization of unary
systolic array architectures under rate (UR) and temporal-
coding (UT) schemes, ranging from 32 to 2048 MAC cycles
(the -8b and -16b indicate the 8 and 16 bits for two multiplica-
tion inputs), as well as typical dataflows such as WS, IS, and
OS.

schemes, ranging from 32 to 2048 MAC cycles, as well as typical
dataflows such as WS, IS, and OS.

To explain this power bottleneck caused by unary bitstream
buffering, we would clarify two questions: 1) why buffering unary
bitstreams requires extensive unary accumulations, and 2) why
unary accumulations bring large power consumption overhead.

The answer to question 1) is that, to save the memory capac-
ity of buffering a unary bitstream, it is necessary to accumulate
it bit by bit into a large bitwidth binary number. Specifically, as
the unary bitstream typically includes hundreds or even thousands
of bits, buffering these bits requires large memory capacity, thus
causing high power and area overhead. On the contrary, if accumu-
lating an 𝑁 -bit unary bitstream into a binary number and only the
binary number is buffered, the memory overhead only needs no
more than 𝐿𝑜𝑔2𝑁 bits. For example, a 256-bit unary bitstream can
be accumulated into an 8-bit binary number, saving 32× memory
overhead.

The answer to question 2) is that, the unary accumulation suffers
from the carry propagation, thus requiring a costly full-bitwidth
adder. Specifically, when accumulating ‘1’ from a unary bitstream
onto a binary number, each bit of the binary number may be added
with a carry, flipping and generating a new carry for the next
bit. As a result, these carries may propagate from LSB to MSB (i.e.,
namely carry propagation), and cause a full-bit-flipping of the binary
number. For example, when accumulating ‘1’ onto ‘01111b’, carries
will flip all five bits. In case of carry propagation, unary accumulation
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Figure 5: The Cambricon-U architecture (middle) which integrates RIM (left) with a novel PE (right) that transforms accumula-
tion to increment.

needs to activate all bits of the binary number, so it needs to be
implemented on a full-bitwidth adder, which causes the large power
dissipation of the accumulator. As Figure 1 shows, for all typical
dataflows (i.e., WS, IS, and OS), the accumulator in a PE accounts
for the largest power consumption (shown in the light gray color
legend ‘ACC’), which is 3.1-13.3× of the other components. Such a
significant power consumption gap between different parts is due
to the complexity difference of their corresponding circuit (i.e., a
costly full-bitwidth adder v.s. other components, only consisting of
simple logic gates, narrow bitwidth registers, and comparators).

In short, given that buffering unary bitstreams in a memory
saving manner inevitably requires extensive unary accumulations,
to push the power efficiency boundary of unary computing ar-
chitectures, a dedicated hardware design for accelerating unary
accumulations is urgently called for.

4 RANDOM INCREMENT MEMORY
To break through the power bottleneck of unary computing, we
propose Random Increment Memory (RIM) for efficient unary accu-
mulations.

4.1 Structure
RIM is mainly comprised of skew cells and computation units for
power-efficient increment of skew numbers, as shown on the left of
Figure 5.

4.1.1 Skew Cell. RIM leverages skew cells to memorize skew num-
bers. The skew number system [13, 38] is a non-standard positional
system where the weight of the 𝑛-th digit is 2𝑛+1 − 1. The key
difference between the skew number system and the binary num-
ber system is that at most one ‘2’ can appear in a skew number.
Therefore, each skew cell is designed to memorize one of three
values : ‘0’, ‘1’ or ‘2’. Besides memorization, each skew cell can
also activate appropriate skew cells in the increment process. As a
result, the acceleration core performs calculation in unary format
and accumulation in skew format, while the uncore part, including
the memories for input/output feature maps and weights, can keep
using traditional binary format.
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Figure 6: Examples of the increment of a skew number. The
flipped bits are annotated. At most three bits are flipped in
one increment step.

4.1.2 Computation Unit. The increment of skew numbers only
needs to activate no more than 3 bits, thus heading off the carry
propagation. The increment of skew number operates depending
on whether a ‘2’ exists in the skew number. If the skew number does
not contain a ‘2’, the least significant digit of the skew number is
incremented. As the resultant least significant digit is still no more
than ‘2’, no carry bit will propagate to the next digit. As shown in
the Example 1 in Figure 6, increment a skew number ‘000001’ leads
to ‘000002’, where only two bits are flipped. If the skew number
does contain a ‘2’, the only ‘2’ will be cleared to ‘0’ and the next
digit of the ‘2’ is incremented. In this case, because the ‘2’ is unique
in the skew number, the next digit of the ‘2’ still cannot exceed
‘2’ after increment, thus also cutting off the carry propagation. As
the Example 2 and 3 in Figure 6 show, the increment of a skew
number containing a ‘2’ only needs to flip two or three bits. Overall,
both circumstances only need to activate at most three bits in an
increment step, no matter the bitwidth of the skew number.

As a result, the computation units only need a half-adder instead
of a full-bitwidth adder for increment, thereby considerably reduc-
ing power consumption. In one increment step of a skew number,
only one digit is activated to be incremented. The incremented
digit is ‘0’ or ‘1’, as the unique ‘2’ will not activate itself, according
to the rules of skew increment. Therefore, the increment only in-
volves two kinds of computation: ‘0+1’ and ‘1+1’. Both ‘0+1’ and
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‘1+1’ can be accomplished by a half-adder instead of a full-bitwidth
adder. The half-adder is comprised of only two logic gates, while
the costly full-bitwidth adder consists of tens or even hundreds of
gates, which consumes much more power than a half-adder.

4.2 Functions
4.2.1 Increment. RIM is mainly designed to perform efficient in-
crement on the skew numbers selected by bits from PEs. As shown
in the left of Figure 5, ❶ RIM accepts a line of bits, which indicate
which skew numbers are to be incremented. ❷ Each skew num-
ber then activates one of its skew cells according to the position
of ‘2’. Different skew numbers can activate skew cells at different
positions at the same time. ❸ The activated skew cells are then
incremented by the computation units at the top line of RIM. ❹ At
last, the ‘2’s, if any, adjacent to the activated skew cells are cleared
to zero. The skew increment is more efficient than a binary incre-
ment, in that only skew cells and the ‘2’s (instead of all bits) are
activated in each increment step, overcoming the carry-propagation
of the binary increment. Experiments show the skew increment can
save 51% energy of traditional binary accumulation, by modeling
the power of RIM accumulator and binary accumulator using SPICE
and ICC2, respectively (See Section 7.1).

4.2.2 Parallel Read-Out. Each RIM also supports to read out all
bits of one skew number and clear it to zero in one cycle. When
a unary bitstream has completed accumulating to a skew number,
all bits of the skew number can be read out to the sense amplifiers
at the right side of RIM. The reason of incorporating the read-out
function in RIM is that the skew numbers belonging to the same
RIM do not finish accumulation at the same cycle. That is, in one
cycle, a skew number is read out while the others can still be in
the process of accumulation. The coexistence of reading-out and
accumulation allows preserving the dataflow of the unary systolic
array architectures, thus inheriting the benefits such as generality,
spatial-temporal reuse, early termination support, etc [55].

5 CAMBRICON-U ARCHITECTURE
5.1 Overview
Figure 5 depicts Cambricon-U’s overall architecture, which is an
array of RIMs integrated with a unary systolic array to fully uti-
lize the accumulation efficiency of RIMs. Specifically, the PEs are
designed to transform accumulation to increment. The peripheral
components (PHs) on the left and top of the systolic array are the
same as those in unary systolic array architectures, as shown in
Figure 1. On the right side of the systolic array is a column of con-
verters serving as an interface between the Cambricon-U core and
external storage.

In the rest of this section, we first introduce how PE is designed
to fully give into play the low power increment of RIM. Then we
show the converter which converts a skew number to a binary
number to avoid additional memory access and capacity brought
by the larger bitwidth of a skew number. Finally, we explain how
to address the scalability issue of Cambricon-U.
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Figure 7: The converter that converts a skew number read
out from RIM to a binary number. The converter consists
of a skew-number register (SKEW-REG), a bitstream length
register (LREG), a parallel counter (PC) to sum up the values
of skew-cells, which can be 0,1,or 2, an adder (ADD) and two
subtractors (SUB).

5.2 PE
As RIM can only perform increment, the PE should be designed to
transform accumulation to increment. The accumulated digit values
can be ‘-1,0,+1’ in each accumulation step, while the RIM only ac-
cepts ‘0,+1’. To bridge the gap between accumulation to increment,
two steps should be taken by each PE. Firstly, the accumulated digit
values are offset by ‘1’ to avoid subtraction. Specifically, the ‘-1,0,+1’
values are replaced by ‘0,+1,+2’. Secondly, to transform the ‘0,+1,+2’
to ‘0,+1’, each PE maintains 1-bit state to ensure that only 1-bit is
transferred to RIM per cycle.

The transformation can by accomplished by simple hardware,
as shown in the right of Figure 5. In Figure 5, the transformation
module is comprised of three parts. The first part is the unary mul-
tiplier which generates the multiplication result in sign-magnitude
format [57], which contains one bit for sign (SIGN) and one bit for
the absolute value (MUL). The two bits are fed to the second part,
which generates one of ‘0,+1,+2’ according to the value encoded
by SIGN and MUL. Finally, the third part generates 1-bit to RIM
given the 2-bits from the second part. The reduction in the number
of bits is achieved by incorporating 1-bit state inside the PE. The
1-bit state consists a half-adder and a D-flipflop (DFF). The DFF is
updated by the output of the half adder. The carry bit generated
by the half adder is OR-ed with the high bit of the ‘0,+1,+2’ from
the second part. The output of the OR gate is then transferred to
the RIM. Note that transforming accumulation to increment leads
to the value offset by the length of accumulated bits, so the skew
numbers inside a RIM should subtract the length of accumulated
bits to restore their original values.

5.3 Converter
Figure 7 depicts the design of a converter that converts a skew
number to a binary number, in order to avoid additional memory
access and capacity. As a skew number has as twice bitwidth as a
binary number, the external memory access and capacity will be
doubled if storing numbers in skew format. To avoid such overhead,
a converter is designed to transform a skew number to a binary
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number in four steps: ❶ An adder adds up the even bits (the high
bit of a skew cell) and odd bits (the low bit of a skew cell) of a
skew number, and append a ‘0’ to the LSB of the sum. ❷ A parallel
counter (PC) counts the number of 1s in the skew number, where
a ‘2’ accounts for two 1s. ❸ A subtractor subtracts the number of
1s from the addition result, and generates the binary format num-
ber corresponding to the read-out skew number. ❹ The generated
binary number should subtract the length of accumulated bits in
order to eliminate the influence of the transformation from accu-
mulation to increment. The length of accumulated bits is a static
value, such as the length of a unary bitstream, which can be known
before the execution of a DNN layer. As a result, the length register
(LREG) can be set only when beginning to execute a DNN layer,
and can be overlapped with the unary bitstreams flowing in the
systolic array.

One converter can be shared by multiple PEs without contention,
thus amortizing the power overhead. Usually, a bitstream, which
is much longer than the number of PEs sharing a converter, is
streamed in the pipeline of these PEs. Due to the long length of the
bitstream, all of these PEs can be occupied by the same bitstream.
Therefore, it is impossible for the PEs sharing a converter to read
out two results from RIM at any cycle. As at most one PE per RIM
generates output at the same cycle, only one column of converters
are located at the right side of the systolic array, as shown in Figure 5.
Because the PEs per RIM share the same converter, the converters
add only 3% power overhead of each PE of an 8-bit 64×64 systolic
array. The data is obtained using ICC2 (See Section 7.1.2). The
low overhead of converters demonstrates that it is worthwhile to
convert skew numbers to binary numbers, avoiding doubling the
external memory access and capacity.

5.4 Scalability
As the read-out operation relies on shared buses, as in normal
SRAM, the number of columns in a RIM cannot be scaled infinitely,
thus limiting the horizontal scalability. The horizontal scalability
issue can be addressed through banking. Each bank can have mul-
tiple rows of PEs, but each row of a bank only has one RIM. The
multiple banks are splitted by pheripheral components, such as
sense amplifiers, write drivers, and additional registers and adders
(for WS and IS), but share the unary bitstream generators and RNGs.
The overhead of banking is small for two reasons. First, the bank-
ing only introduces simple hardware like adders and registers, not
including the costly unary bitstream generators. Second, the size of
the systolic array can still scale in the vertical direction. Therefore,
we choose banking for simplicity and efficiency.

The key to ensuring Cambricon-U can scale-up is to avoid RIM
contentions caused by sharing converters between PEs. In general,
to ensure accuracy, the length of a bitstream (e.g., 512 bits) is much
longer than the number of PEs (e.g., 32 PEs) sharing the same
converter, meaning that all the pipeline stages of the group of PEs
can be fully occupied by the bitstream. As a result, in one cycle,
the group of PEs only read out at most one skew number from
RIM, thus avoiding contention for RIM and ensuring scalability
friendliness.

Specifically, to further illustrate why Cambricon-U can avoid
contentions, we would clarify the sharing schemes of converters

under different dataflows, respectively. For WS and IS dataflow,
each RIM is equipped with one converter. When a PE has finished
processing the last bit of a unary bitstream, the accumulated value
(i.e., the multiplication result) is read out from the RIM to the sense
amplifiers at the right side of the bank in one cycle. Then the
read-out data is transformed to binary format by a converter and
accumulated by an adder to obtain the partial result of the inner-
product. For OS dataflow, each row of PEs share a converter, as the
bitstream of an inner-product is usually long enough to occupy all
PEs in a row. As a result, only the RIMs in the rightmost bank are
equipped with one column of converters, while other banks only
needs a column of registers instead of converters to stream out the
read-out data out of the acceleration core in a pipeline manner.

6 CIRCUIT-LEVEL DESIGN OF RIM
In this section, we describe the detailed circuit design of RIM and
the steps to perform one increment in RIM.

6.1 Implementation
RIM is composed of skew cells which consists of one SkewBit and
one DataBit, as Figure 8 shows. Besides a normal cell, the SkewBit
can activate neighbor skew cells. All bitcells are 8T SRAM cells
that support reading-out one column of bits in parallel, as in [22].
In a SkewBit, the TG and CMOS transistors constitute a two-level
selection of four HWL sources. The first level selects from𝐺𝑁𝐷 and
𝐴[𝑖 − 1], the activation signal from the last skew cell, by 𝐶1/𝐶1𝐵.
The 𝐺𝑁𝐷 is selected when pre-charging 𝐵𝐿/𝐵𝐿𝐵s, and 𝐴[𝑖 − 1] is
selected when performing computation. The second level selection
is controlled by𝐶2/𝐶2𝐵,𝐶3/𝐶3𝐵 and𝐶4. The signal selected by the
first level is also selected by the second level when 𝐶2/𝐶2𝐵 = 1/0
before the step when the ‘2’, if any, is cleared to zero. In this step,
𝐶3/𝐶3𝐵 or 𝐶4 selects a signal according to the number of ‘2’ in the
column. If there are two ‘2’s, the 𝐶3/𝐶3𝐵 selects 𝑇𝑄 [𝑖 + 1] to let
the next SkewBit activate the current one. If there is one ‘2’, the
𝐶4 selects 𝑉𝐷𝐷 to open the pass transistors of the bitcells of all
SkewBits. The only SkewBit storing a ‘1’ is then cleared to zero.

The NOR gate is used to avoid recurrent writing. The recurrent
writing would happenwhen a new ‘2’ is written to RIM, and the new
‘2’ would activate the next skew cell recurrently until the newly
written value is not ‘2’. To solve this issue, we utilize a NOR gate
to mitigate the recurrent activation signal, as shown in the right
bottom of Figure 8. The NOR gate takes the QB signal of the bitcell
of the current Skew-Bit, denoted as 𝑄𝐵 [𝑖], and the Q signal of the
bitcell of the last Skew-Bit, denoted as 𝑄 [𝑖 − 1], as inputs, and the
generated signal is 𝑁𝑂𝑅(𝑄𝐵 [𝑖], 𝑄 [𝑖 − 1]) = 𝐴𝑁𝐷 (𝑄 [𝑖], 𝑄𝐵 [𝑖 − 1]),
which means that only when the current SkewBit is ‘1’ and the last
SkewBit is ‘0’, the next SkewCell can be activated. The AND gate is
replaced by a NOR gate to reduce two CMOS transistors.

The Computation Unit is responsible for increment and control
signals generation (𝐶3/𝐶3𝐵, 𝐶4, and 𝐸𝑁𝐷), as shown in the left
top of Figure 8. The increment is performed by two SA/WDs. The
control signals 𝐵/𝐵𝐵 and𝑊𝐷𝐴𝑇𝐴/𝑊𝐸𝑁 control the increment
operation inside SA/WDs. When 𝐵 is ‘0’, the 𝐵𝐿/𝐵𝐿𝐵 cannot be
charged/discharged even if𝑊𝐸𝑁 is ‘1’. Otherwise, the 𝑆𝐵𝐿/𝑆𝐵𝐿𝐵
and 𝐷𝐵𝐿/𝐷𝐵𝐿𝐵 are charged/discharged by the two SA/WDs, ac-
cording to the latch. This avoids an explicit half-adder to reduce
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power consumption. The control signals generation is also achieved
by simple logic, as shown in the shadow part of the left top of Fig-
ure 8. Only five basic logic gates are leveraged to generate 𝐶3/𝐶3𝐵
and 𝐶4. Moreover, the 𝐸𝑁𝐷 signal, which indicates whether read-
ing out a column of bits, is generated by a D-flipflop whose value
is piped in from the leftmost Computation Unit. In addition, an RS
latch is placed beside the control signals generation logic to utilize
𝐶3 and𝐶4𝐵 as inputs to provide the inputs (𝐴[𝑖 − 1] and 𝐵𝑄 [𝑖 − 1])
of the first SkewBit.

6.2 Operation Steps
One increment in RIM has four steps: Pre-charge, Skew-Read, Skew-
Write, and Skew-Update, as shown in Figure 9. The first step, Pre-
charge, prepares to read data from RIM. In the Skew-Read step, the
‘2’ activates the next skew cell to the Computation Unit. Afterward,
the 𝐵𝐿/𝐵𝐿𝐵 is discharged for a while. Then, the 𝑅𝐸𝑁 signal is set
to ‘1’ and the sense amplifier senses the difference between 𝐵𝐿 and
𝐵𝐿𝐵 and stores the read value into a latch. Next, the Skew-Write
step is started by setting𝑊𝐸𝑁 to ‘1’ to increment the activated
skew cell and writes the new value back to RIM. Finally, the Skew-
Update step has two cases. First, if a new ‘2’ is written to RIM in
the Skew-Write step, the new ‘2’ activates the old ‘2’ and clears
it to zero. Second, if no new ‘2’ is generated, all bits are activated
to write zero, as the old ‘2’ cannot activate itself. Note that in this

case, only one bit is flipped, so the power is still acceptable. In both
cases, the𝑈𝑃𝐷𝐴𝑇𝐸 is set to ‘1’ and𝐶1/𝐶1𝐵 and𝐶2/𝐶2𝐵 are flipped.
Moreover, appropriate spaces are inserted to limit the short-circuit
current.

7 EVALUATION
In this section, we evaluate Cambricon-U with respect to energy
efficiency, power, area and application accuracy, and compare
Cambricon-U with various unary systolic array architectures.

7.1 Experimental Setup
7.1.1 Modeling of RIM. We use SPICE model to simulate a RIM
which contains 32 skew numbers (totally 1Kb, 16 digits or 32 bits
per skew number) under the FreePDK 45nm technology node [41],
using Nominal process corner and VTG devices. Using the Cadence
Virtuoso software, we design the circuit and layout of a RIM, with
DRC and LVS passed. We extract the parasitic parameters and per-
form post-layout simulation under 1.1V for accurate power statistics.
As shown in Figure 10, the RIM layout consists of the skew cells,
the computation units at the top and sense-amplifiers/write-drivers
at the right side. The excitation signals for simulation are generated
based on additional execution statistics from trace profiling. All
powers are obtained by integrating current over time.

The simulation results show that each skew number dissipates
39.0 uW on average when performing increment, and reading one
skew number out dissipates 664.3 uW on average. The static and
dynamic power/current of one increment are 0.32uW/0.29uA and
38.68uW/35.16uA, respectively. The layout of the RIM shows that it
has 1.04× 10−2𝑚𝑚2, equivalent to each skew number contributing
324.8 𝑢𝑚2 area. Although the area is a bit larger than that of an
accumulator, the power dissipation is only 41% (totally 49% plus
the modification of PE) of an accumulator because of the small
number of activated bits. Moreover, the simulation shows that the
frequency of increment and read-out can follow the frequency of
the systolic array, which operates at 400 MHz, the same frequency
as the uSystolic [55] baselines.

7.1.2 Hardware Configurations. The Cambricon-U architecture is
compared with uSystolic [55], the state-of-the-art unary computing
architecture, with respect to diverse coding schemes such as rate-
coding and temporal-coding, MAC cycles ranging from 32 to 2048
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Table 1: Hardware Characteristic of Cambricon-U (OS-UR,
8-bit)

Area
(mm2 )

(%) Static
Power
(mW)

Dynamic
Power
(mW)

Total
Power
(mW)

(%)

uSystolic 3.78 100 63.30 490.84 554.14 100
ACC 1.43 37.83 13.15 373.14 386.29 69.71
IREG 0.11 2.91 0.90 38.79 39.69 7.16
WREG 0.11 2.91 0.90 38.79 39.69 7.16
MUL 0.02 0.53 0.27 28.84 29.11 5.25
PH 0.02 0.53 0.18 8.01 8.19 1.48
SRAM 2.09 55.29 47.90 3.27 51.17 9.23

Cam-U modified -0.05 -1.32 -10.42 -162.43 -172.85 -31.19
ACC 1.23 -5.29 1.71 187.43 189.14 -35.58
CVT 0.10 +2.65 0.84 15.36 16.20 +2.92
PH 0.05 +1.32 0.36 15.93 16.29 +1.46

Cam-U 3.73 98.68 52.88 328.41 381.29 68.81

and dataflows includingWS, IS and OS. The hardware characteristic
of Cambricon-U is summarized in Table 1.

Cambricon-U: Other than RIM, the remaining parts in
Cambricon-U are implemented in Verilog RTL. The power and
area are synthesized using Synopsys Design Compiler and
Placed&Routed using Synopsys IC Compiler II under the FreePDK
45nm technology node [41] with Nominal process corner, VTG
cells, and 1.1V voltage. The Cambricon-U has a 64 × 64 unary PE
array operating at 400MHz, the same as the baselines. We leverage
SRAM buffers as the external memory of the acceleration core. The
SRAM energy and area are modeled using CACTI7 [3]. The sizes of
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the SRAM buffers are selected according to the MLPerf-Tiny bench-
marks [4], with 64 KB for input buffer, 64 KB for output buffer and
512KB for weight buffer.

uSystolic: For the uSystolic baselines, we extend the uSystolic-
Sim [55] simulator to support input-stationary and output-
stationary dataflows. For the fairness of the comparison, we also
set the uSystolic baselines to have a 64× 64 PE array, with the same
capacity of SRAM buffers as Cambricon-U. The number of banks
and the line-width of each SRAM buffer is selected to minimize the
average energy consumption for each coding scheme, bitwidth and
dataflow. The frequency of uSystolic is 400 MHz, the same as [55].
The hardware power and area are obtained in the same way as
Cambricon-U.

7.1.3 Benchmarks. We evaluate Cambricon-U on the MLPerf-
Tiny [4] benchmarks. The benchmarks consist of four DNN mod-
els towards different fields. The first model, DS-CNN [58], is a
depthwise-separable CNN for keyword spotting. The second model,
MobileNet [18], is a lightweight CNN model for visual wake words.
The third model, ResNet [16], is a tiny residual CNN model which
takes the data format of CIFAR-10 dataset [26] as input for image
classification. The last model, DeepAuto [25], is a multi-layer fully-
connected network for anomaly detection. The accuracy of these
benchmarks is evaluated using an open-source unary computing
simulator, UnarySim [54].
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Figure 12: The energy breakdown (mJ). The left and right bar
of each pair of bars are uSystolic and Cambricon-U, respec-
tively.

7.2 Energy
Figure 11 shows the energy efficiency improvement of Cambricon-U
over uSystolic baselines under various configurations. The horizon-
tal axis is marked in the format Dataflow-Coding where WS-UR
means WS dataflow and Rate-coding as an example. The vertical
axis is marked in the format (MAC Cycles)-(bitwidth) where 32-8b
means 32 MAC cycles and 8-bit precision. Note that multiple MAC
cycles can be supported by a single precision because of early ter-
mination. Overall, the average energy efficiency of Cambricon-U
is 1.18-1.45× over uSystolic. The average improvement of energy
efficiency in WS, IS and OS is 18%-28%, 20%-33% and 38%-45%, re-
spectively. The improvement of OS is the highest because in OS
dataflow, the accumulation occupies higher ratio of total energy.
The results also demonstrate that RIM is applicable to versatile
unary systolic array architectures with various coding-schemes
and dataflows. Moreover, Cambricon-U outperforms the original
uSystolic with WS dataflow 1.18-1.28×, 2.86-4.06× and 2.96-4.79×
on average in WS, IS and OS, respectively. Although WS dataflow
is more suitable for fully-connected layers, as the deepauto model
exhibits the highest energy efficiency on WS dataflows, it has the
lowest energy efficiency for the other three CNN models. The en-
ergy efficiency ofWS dataflow for dscnn and mobilenet is extremely
low because of the severe under-utilization of PEs when execut-
ing depthwise-separable convolution layers. As a result, the WS
dataflow has the lowest energy efficiency on average.
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Figure 13: The energy breakdown of static and dynamic en-
ergy (mJ). The left and right bar of each pair of bars are
uSystolic and Cambricon-U, respectively.

To further study the influence of RIM, we breakdown the energy
cost in Figure 12 and 13. The ratio of accumulation energy is reduced
from 32%-70% to 16%-50%. The OS dataflow baselines experience
higher energy efficiency improvement than other dataflows because
of the higher ratio of accumulation energy, which is 64%-70% com-
pared to 32%-47% and 36%-53% inWS and IS, respectively. The ratios
of accumulation energy in Cambricon-U are reduced to 16%-26%,
18%-30% and 44%-50% in WS, IS and OS, respectively. Moreover,
we find that the energy consumed by accumulation is reduced (-
18%∼-36%) more than the additional energy cost (+2.3%∼+3.8%)
of the converters. The converters in Cambricon-U only occupies
2.7%-5.1% of total energy in all the evaluated architectures and
benchmarks. The low energy overhead of converters demonstrates
that the converters have been efficiently shared by multiple PEs.
The ratios of read-out energy of RIM in WS, IS and OS architectures
are mostly 7.2%, 10.1% and 0.1%, respectively. The results show that
the read-out energy of RIM is also much lower than the RIM incre-
ment energy. In addition, the reason of the low fraction of SRAM
energy consumption is that the long MAC cycles reduce the num-
ber of SRAM banks. For instance, in OS dataflow, a 64×64 PE array
only needs two banks for input and weight buffers, thus reducing
the energy cost of the crossbars in SRAM buffers. Moreover, as
Figure 13 shows, Cambricon-U mainly reduces the dynamic energy
of uSystolic. Overall, RIM can reduce the accumulation energy cost
with minimal additional energy overhead.
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Figure 14: The area breakdown. The left and right bar of each
pair of bars are uSystolic and Cambricon-U, respectively.

7.3 Area
Figure 14 shows the area breakdown of the evaluated architec-
tures. The area overhead is only -1.9%∼+0.48% for 8-bit architec-
tures (the two multiplication inputs are 8-bit signed numbers) and
-1.2%∼+0.77% for 16-bit architectures. For 8-bit architectures, the
RIMs and PEs reduce 3.5%-5.2% of the total area, and converters and
PH introduce 2.7%-3.9% and 0.1%-0.8% of the total area, respectively.
For 16-bit architectures, the RIMs and PEs reduce 2.0%-3.4%, and the
converters and PH introduce 1.7%-2.5% and 0.1%-1.0% of the total
area, respectively. RIM incurs roughly lower relative area change
to the 16-bit architectures in that the 16-bit architectures require
as twice bitwidth as the 8-bit architectures in both the accelera-
tion core and external memory, thus the area is larger than that
of 8-bit architectures. The results demonstrate the effectiveness
of the converter to avoid doubling external memory capacity by
transforming skew numbers to binary numbers before writing the
output feature maps to external memory. Additionally, the low area
cost is partly due to the large area of the SRAM, which occupies
54%-71% of the uSystolic baselines. The high fraction of SRAM area
is due to the simplified unary PE, which has only 30%-56% of the
area of a binary PE. However, even for the acceleration core only,
the area overhead is only -4.2%∼+1.0% for 8-bit architectures and
-4.1%∼+1.9% for 16-bit architectures. The results show that even for
the acceleration core, the area overhead is still acceptable.

7.4 Accuracy
Figure 15 shows the top-1 inference accuracy of Cambricon-U, FP32
and INT-n (n-bit quantized binary model). Please note that the bits
of INT-n is the 2-based logarithm of unary cycles (shown in the
x-axis) plus a sign bit. For example, INT-8 is aligned with 128 unary
cycles. As Cambricon-U is based on uSystolic, they are identical
regarding the accuracy.

8 DISCUSSION
Real-world Evaluation. We evaluate Cambricon-U on four

larger ImageNet [10] models, namely MobileNetV1 [18],
SqueezeNetV1 [21], DenseNet [19, 20], and EfficientNetB0 [51].
These NN models are widely used in real-world scenarios. To
fit the models, SRAM buffers are extended to 12MB, and the PE
array is scaled to 256×256. The results show that Cambricon-U
has 1.22×-1.47× energy efficiency, -3.2%∼+0.5% total chip area,
and -7.6%∼+1.2% acceleration core area over uSystolic. Overall, the
improvements are in line with MLPerf-Tiny models.
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Figure 15: The Top-1 accuracy of the four DNN models.

RIM in Other Unary Architectures. We apply RIM to BISC-
MVM [49] and DPS [48] architectures. Both are HUB architectures
with binary accumulators. With RIM, the energy efficiency is im-
proved by 34%-41% and 28%-37%, respectively.

Comparison with Other Potential Solutions. A trivial potential
solution is buffering a short window (4-bit) of a unary bitstream and
using bit-counting logic to reduce the frequency of accumulation.
As shown in Table 2, the bit-counting solution is still worse than
RIM for two reasons. First, the buffering and counting introduce
overheads. Second, the accumulator is required to accumulate 3-bit
increments instead of one bit. The results show the supremacy of
the proposed RIM accumulator.

Comparison with Binary Design. We compare Cambricon-U with
an INT-8 binary accelerator. The binary design consumes 2.1×
energy and 2.2× area over Cambricon-U, as the binary PE has a
large binary multiplier.

Comparison of Performance. Cambricon-U incurs negligible over-
head on performance, as conversion is pipelined with buffering and
computing. The latency of the Converter is fixed (1.93ns) regardless
of bit length, thus only accounting for ∼1% of the pipeline latency.

ISA Support. Since Cambricon-U is based on uSystolic, they share
a similar ISA. Specifically, each binary instruction is augmented

Table 2: Comparison of accumulators in uSystolic, bit-
counting, and RIM-based.

Static
Power
(uW)

Dynamic
Power
(uW)

Total
Power
(uW)

Area
(um2)

uSys. 3.21 91.10 94.31 349.26
Bitc. 4.23 70.83 75.06 499.03
RIM. 0.42 45.75 46.17 340.50
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with a new field indicating the MAC cycles. In addition, a config-
uration instruction is utilized to set the LREG in Converters just
before executing each layer.

Limitations. Limitations mainly exist on excessively shrinking
the size of the systolic array in Cambricon-U. A too small systolic
array (e.g., 2×2 PEs) would undermine the reuse of converters, thus
suffering from their extra overhead. However, typically, the size
of the PE array exceeds 16×16 (e.g., 128×128 in TPU [23], 32×32
in Cambricon-Q [59], and 96×96 in FSD [5]) to ensure computa-
tional parallelism, thereby prominently diluting the overhead of
converters.

9 RELATEDWORK
In general, dedicated unary computing hardware can be categorized
into Fully Streaming Unary (FSU) or Hybrid Unary-Binary (HUB)
architectures [55].

9.1 FSU Architecture
The FSU architecture fixes the entire model structure of a specific
DNN in the circuit, fully utilizing the parallelism of the target
DNN model [24, 32, 43, 54, 56]. Kim 𝑒𝑡 𝑎𝑙 . presented error mitiga-
tion techniques to reduce MAC cycles for higher performance [24].
SC-DCNN [43] proposed various stochastic computing function
extraction blocks such as inner-product and pooling, which can be
carefully selected to minimize energy and area. Yu 𝑒𝑡 𝑎𝑙 . proposed
stochastic ReLu and Max functions for high accuracy and energy
efficiency [56]. HEIF [32] proposed optimizations of function blocks
and weight storage for high energy efficiency. uGEMM [54] pro-
posed novel multipliers that support both rate-coding and temporal
coding schemes. SASCHA [45] proposed a sparse SC PE to exploit
the sparsity of DNNs. A new encoding method called Extended
Stochastic Logic (ESL) [7] has been proposed to address the range
limitation of unary bitstreams, and was adopted by Chen 𝑒𝑡 𝑎𝑙 . and
Liu 𝑒𝑡 𝑎𝑙 . to improve the accuracy of the targeted DNNs [8, 34].
Although FSU architectures avoid buffering unary bitstreams by
accumulating, thus achieving high performance [43, 54], it can nei-
ther be versatile for different DNN configurations nor scalable for
large-scale DNNs like AlexNet [27]. As a result, FSU architectures
are often evaluated on LeNet-5 [28] or small hand-written neural
networks with MNIST [11] or CIFAR-10 [26] dataset. Compared
to FSU architectures, Cambricon-U is more general and scalable to
support versatile real-life DNNs with high energy efficiency.

9.2 HUB Architecture
Unlike FSU, the HUB architecture is designed to support general
DNN structures or configurations through tiling [31, 50, 55]. Sim
𝑒𝑡 𝑎𝑡 . proposed a tile-parallel binary-interlaced architecture for
scalable stochastic CNNs [50]. HBUBB [14] leveraged the HUB
architecture to realize a complete ResNet-18 on FPGA. Lee 𝑒𝑡 𝑎𝑙 .
proposed a stochastic-binary hybrid design for efficient near sensor
computing. Also, several works exploit the data reuse and accuracy
of HUB architectures [9, 31, 44]. Moreover, temporal-coding scheme
has also been adopted to reduce RNG overhead and improve accu-
racy and performance [17, 48, 49, 55]. These works are orthogonal
to our research. However, the generality and scalability come at
the cost of lower power efficiency. During the calculation process,

the unary bitstream (including hundreds even thousands of bits)
transferred back and forth between tiles needs to be repeatedly
accumulated into a large bitwidth binary number for buffering,
thus undermining the power efficiency. Cambricon-U innovatively
integrates a novel Random Increment Memory (RIM) which accu-
mulates unary bitstreams to skew numbers, which can accumulate
one bit by activating at most three bits, thus addressing the power
bottleneck of the HUB architectures.

10 CONCLUSION
We propose a systolic random increment memory architecture,
namely Cambricon-U, which features efficient accumulation to
buffer unary bitstreams. Cambricon-U integrates a unary systolic
array with RIMs, which accumulates unary bitstreams from PEs to
skew numbers, whose increment only activates at most three bits
(instead of all bits), thus enabling power-efficient accumulation.
Experiments demonstrate the ability of Cambricon-U to improve
energy efficiency 1.18-1.45× over versatile unary systolic array
baselines, with the accumulation power reduced by 51%, breaking
through the power bottleneck of unary computing.
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