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Abstract—Deep neural network (DNN) training is notoriously
time-consuming, and quantization is promising to improve the
training efficiency with reduced bandwidth/storage requirements
and computation costs. However, state-of-the-art quantized algo-
rithms with negligible training accuracy loss, which require on-
the-fly statistic-based quantization over a great amount of data
(e.g., neurons and weights) and high-precision weight update,
cannot be effectively deployed on existing DNN accelerators. To
address this problem, we propose the first customized archi-
tecture for efficient quantized training with negligible accuracy
loss, which is named as Cambricon-Q. Cambricon-Q features a
hybrid architecture consisting of an ASIC acceleration core and a
near-data-processing (NDP) engine. The acceleration core mainly
targets at improving the efficiency of statistic-based quantization
with specialized computing units for both statistical analysis (e.g.,
determining maximum) and data reformating, while the NDP
engine avoids transferring the high-precision weights from the
off-chip memory to the acceleration core. Experimental results
show that on the evaluated benchmarks, Cambricon-Q improves
the energy efficiency of DNN training by 6.41x and 1.62X,
performance by 4.20x and 1.70x compared to GPU and TPU,
respectively, with only < 0.4% accuracy degradation compared
with full precision training.

I. INTRODUCTION

DNN training is notoriously tedious and time-consuming.
A distinct example is the most recent GPT-3 language model
from OpenAl [7], which has 175 billion parameters with
3.14E23 FLOPS for training, and thus theoretically it requires
355 years to train on a single NVIDIA V100 with 28TFLOPS
peak [41]. As the size of models continues to increase, both
industry and academy cry out for new hardware architecture
with high training efficiency.

Quantization is a promising technique for improving train-
ing efficiency [44]. By converting the full-precision floating-
point value (e.g., 32-bit floating-point, FP32) to low bit-
width data (e.g., 8-bit fixed-point, INTS8) [33], it provides the
potential of highly efficient hardware through computation and
data access with reduced energy and latency, see Table 1.

State-of-the-art quantized training algorithms already
achieve negligible training accuracy loss (e.g., only 0.02%)
with INT8 data on a wide range of DNN models, including
AlexNet, ResNet50, and SSD [62]. However, they cannot be
effectively deployed on any existing DNN accelerators, e.g.
GPU [12], [45] and TPU [33], even though such accelerators
have already integrated INT8 or INT16 arithmetic units
to accelerate DNN inference. For example, on the NVIDIA
V100 GPU with Tensor Core, the performance of quantized
training algorithms only achieves 78% of the traditional
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training with FP32 on the evaluated benchmarks. Another
example is the FloatPIM accelerator, which integrates various
functional units including INT16, INT32, BF16, and FP32.
By using INT16 for training, FloatPIM results in significant
accuracy degradation (i.e., 5.2%) on VGGNet [30], let alone
lower bit-width data such as INTS.

The inefficiency of quantized training algorithms on existing
accelerators is caused by two reasons. The first reason is that
quantized training typically employs on-the-fly statistic-based
quantization over a great amount of data such as neurons and
weights. For example, Yang et al. count the maximum value of
a layer to quantize synaptic weights to 8-bit floating-point data
(FP8) [61]. Zhu et al. compute the cosine similarity between
the quantized weights and original weights for obtaining INT8
data [65]. Zhang et al. propose to use the vector distance and
maximum value of weights for quantizing weights and neurons
to INTS8 and INT16 respectively [62]. The second reason is that
while most of the data are quantized to low bit-width data, the
weight update still requires memory access and computation
on high-precision data such as FP32. Actually, on the NVIDIA
V100 GPU, the execution time of statistic-based quantization
and high-precision weight update is 38% of the computation
time for training VGGNet.

To address these bottlenecks, in this paper, we propose
the first customized architecture called as Cambricon-Q for
efficient quantized training with negligible training accuracy
loss. Cambricon-Q features a hybrid architecture consisting

TABLE I
EFFICIENCY COMPARISON OF DIFFERENT BIT-WIDTH DATA (45NM) [27] (*
FOR OUR RESULTS).

Bit-width  Operation Energy Relative costs
32-bit Floating-point ADD 0.9pJ 30
Floating-point MUL 3.7pJ 123.33
Fixed-point ADD 0.1pJ 3.33
Fixed-point MUL 3.1pJ 103.33
DRAM access (Average)  0.65~1.3n] 21667~43333
16-bit Floating-point ADD 0.4pJ 13.33
Floating-point MUL 1.1pJ 36.67
*Fixed-point ADD 0.05pJ 1.67
*Fixed-point MUL 1.55p) 51.67
DRAM access (Average)  0.33~0.65n]  10000~21667
8-bit Fixed-point ADD 0.03pJ 1
Fixed-point MUL 0.2pJ 6.67
DRAM access (Average) 0.16~0.33n]  5333~10000




TABLE II
EXISTING HARDWARE FOR DNN TRAINING.

Hardware supports V100 [12] TPU [20] FloatPIM [30] SIGMA [51] This paper
low bit-width units v v v v v
statistical analysis X X X X v
Reformating v X X v v
In-place weight update X X 4 X 4

of an ASIC acceleration core and a near-data-processing
(NDP) engine for accelerating statistic-based quantization
and high-precision weight update, respectively. In contrast to
conventional statistic-based quantization containing separately
processed statistical analysis (e.g., determining maximum) and
reformating over all data, which inevitably incurs extra data
accesses, the acceleration core integrates a specialized com-
puting unit for conducting statistical analysis and reformating
consecutively over each partitioned slice of the entire data. In
contrast to conventional weight update requiring transferring
high-precision weights from the off-chip memory to the on-
chip computation logics, the NDP engine is implemented by
integrating a configurable optimizer (e.g., AdaGrad [15] and
RMSProp [25]) into the DRAM, allowing in-place weight
update within the memory. Table II compares Cambricon-Q
and representative DNN accelerators in terms of hardware
supports for key operations in training.

We conduct experiments on a broad range of network
models and compare the experimental results against edge
GPU and TPU. Concretely, compared to the edge-side GPU
(i.e., Jetson TX2), the energy efficiency gains of DNN training
6.41x, performance 4.20x, respectively. Compared to the
TPU, the energy efficiency gain of DNN training is 1.62x,
performance 1.70x. Moreover, compared to full-precision
training on GPU, the accuracy loss is <0.4%.

This paper makes the following contributions.

« We conduct a thorough analysis on state-of-the-art quan-
tized training algorithms and observe that major bottle-
necks stem from on-the-fly statistic-based quantization
and full-precision weight update.

« To our best knowledge, we propose the first architecture
for efficient quantized training with negligible training
accuracy loss.

« We propose an acceleration core that performs statistic-
based quantization locally over sliced data instead of
entire data, which not only improves computing efficiency
but also significantly reduces the amount of data accesses.

« We propose a near-data-processing engine that integrates
a configurable optimizer into the DRAM for avoiding the
costly data transferring in weight update.

The rest of the paper is organized as follows: Section II dis-
cusses state-of-the-art quantized training techniques and their
inefficiency on existing training hardware. Section III intro-
duces our proposed hardware-friendly quantization technique.
Section IV describes Cambricon-Q architecture. Section V
describes our methodology. Section VI describes the physical
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Fig. 1. DNN training. (a) Forward pass. (b) Backward pass. (I are the input
neurons, W are the synaptic weights, O are the output neurons, ¢ are the
gradients on neurons, AW are the gradients on weights), and W, are the
updated weights. Note that ! and %!*! are the data in layer [ and I + 1,
respectively.

implementation and hardware costs, evaluates the performance
of Cambricon-Q against the baselines. Section VIII discusses
the related works and Sec IX concludes this paper.

II. BACKGROUND AND MOTIVATION
A. Quantized Training

This section introduces quantization techniques applied in
the training stage.

1) DNN training: Backpropagation (BP) is the mainstream
DNN training algorithm. Roughly, BP is a two-pass algorithm,
including forward pass and backward pass. In forward pass,
DNN computes neuron outputs for input samples. The neuron
outputs of layer [ are computed as O' = f(I', W), where I'
and W' are the inputs and synaptic weights of layer [, f() is
the layer function, see Figure 1 (a). The backward pass consists
of three stages: computing gradients on neurons, computing
gradients on weights, and updating weights (Figure 1 (a)).

o In computing gradients on neurons stage, each layer
computes its local gradients on neurons based on the
passed-back gradients of loss function, which measures
the errors between the desired network outputs and actual
network outputs. Gradients in layer ¢ is computed as
§t = g(O!, 81 WiH1) based on the gradients in layer
l 4+ 1, where §'t! is the gradients on neurons in layer
i+ 1, W is the weights of layer [ + 1, and g() is the
computing function ((D) in Figure 1 (a)).

o In computing gradients on weights stage, each layer com-
putes synaptic weight corrections with regard to gradients
from all connected output neurons. Gradients on weights
in layer [ is computed as AW! = k(I',6'), where k() is
the computing function (2 in Figure 1 (a)).

o In Updating weights stage, each synapse update its weight
value according to the delta rule or optimization methods.
It can be formulated as W' = h(W!, AW!), where h is
the updating function (3) in Figure 1 (a)).

2) Statistic-based quantization: Quantization is a technique
that uses fewer bits to represent data so as to reduce the
hardware costs of computation, storage, and data transfer. It
can be formulated as X, = round(Xﬁ_o‘), where X is the
full-precision data, X, is the quantized data, o and (3 are the
quantization parameters with regard to scale and of fset.

Quantization techniques have been applied in the inference
stage for a long time. However, it is challenging to apply
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Fig. 2. (a) The data distributions of gradients in different layers when training
the AlexNet [37]. Conventional quantization cannot fit for all the data in
a DNN model due to variety. (b) Maximum value of gradients in different
iterations when training the AlexNet.

them in the training stage because training data are much more
precision-sensitive. Statistic-based quantization techniques are
proposed to address this issue, which achieved 8 bit-width
DNN training with negligible accuracy loss. As listed in
Table III, they reply on two key factors, on-the-fly statistic-
based quantization and high precision weights update.
Regarding on-the-fly statistic-based quantization, the key
difference from previous quantization methods in DNN in-
ference is using statistical analysis to on-the-fly determine the
quantization parameters, including maximum value [60]-[62],
[64], [65], cosine distances [65], and vector distances [62].
The main reason is that the data distribution of gradients in
backward pass varies drastically across different layers and
training epochs, where the static quantization methods worked
in DNN inference could introduce too much quantization
errors on gradients. As the data distributions depicted in
Figure 2 when training AlexNet [37], the maximum absolute
value of gradients show a variance of two orders of magnitudes
between layers (0.00035~0.0312), and three orders of mag-
nitudes between epochs (7.01E-14~3.13E-2). If applying the
static quantization methods to gradients, for a representation
data range of [-0.0003,0.0003], we can easily notice that only
the conv4 layer in AlexNet can be well quantized; conv2 layer,
conv3 layer, and fc2 layer will cause too much rounding errors
due to its narrower value range; fcO layer will cause overflow

TABLE III
Low BIT-WIDTH TRAINING ALGORITHMS (X : ORIGINAL WEIGHTS; X':
QUANTIZED WEIGHTS).

Algorithm Data Format  Statistic Special Cases

Wang et al. 2018 [60] FP§ max | X| Weight update (FP16)

Zhu et al. 2019 [65] INT8 max |X|,  Weight update (FP32)
cos(X, X’) Learned clipping range

Yang et al. 2020 [61] INTS8 max | X| Weight update (FP24)

Zhong et al. 2020 [64]Shiftable INT8 max | X | Weight update (FP32)

Quantized in groups

Zhang et al. 2020 [62]INT8/INT16 ~ max |X|,  Weight update (FP32)
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Fig. 3. DNN training with/without quantization on CPU+GPU platform.

errors due to its larger value range. Similarly, other methods
like sampling or clipping to fast estimate the statistic results
have the same drawback of introducing non-negligible quanti-
zation errors that affecting the training accuracy significantly.
For example, it is confirmed that the statistic max absolute
value should be accurate in quantized training [31], [48], [63].
In [63], an inaccurate statistic max absolute value used in
quantized training algorithms would cause 0.4~4.6% overall
accuracy performance drop on VGG, 0.3%~3.1% on densenet,
and 0.2%~2.2% on Inception. Therefore, dynamic quantiza-
tion methods, which perform on-the-fly statistic counting and
quantization, is essential to retain training accuracy by taking
care of unstable and variable data distribution in the training
stage.

Regarding high precision weights update, instead of quan-
tized into low bit-width data, state-of-the-art quantization
methods use high precision data in the stage of Updating
weights. The necessity of high precision data for weights may
lie in both the smaller numbers and the larger numbers [44].
The former could cause 5% of the gradients on weights
becoming zeros as they have exponents smaller than —24,
slowing the training process. The latter could invalidate the
weight update by overflow to zeros if the weights are much
layer than the gradients on weights, causing errors that can not
be recovered. To avoid the slow convergence and severe errors
from accumulative numerical inaccuracy, the updating weights
stage is still performed with high precision data, including
FP16 [60], FP24 [61] and FP32 [62], [64], [65].

B. Motivation

Though DNN training can be quantized to as less as 8
bit-width data, the two key factors of state-of-the-art quan-
tization methods for DNN training prevent existing training
hardware, including GPUs and accelerators, from fully lever-
aging benefits of data quantization. Comparing to the training
without quantization (Figure 4 (a)), quantized training requires
more interactions with CPU, and thus could even lead to
a slowdown. For example, when perform quantized training
on an Nvidia V100 GPU, with comparable training accuracy,
it is even 1.09x ~ 1.78x worse than the normal training
without quantization, averaging on five representative DNNss,
see Figure 3. The reason is two-fold.

Lacking of hardware support. Initially, GPU and acceler-
ators lack efficient hardware support. For GPUs, they lack
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hardware support for on-the-fly statistic-based quantization,
including both statistic analysis and hardware quantization. For
existing quantized accelerators [3], [9], [16], [22], [23], [34],
[38], [42] which usually quantize data offline, it could be even
worse if they lack of high precision units for high precision
weights update. Therefore, as shown in Figure 4 (b), the host
CPU must be invoked to help with such processes, which is
slow and costly. For example, when training AlexNet on V100,
the total data transaction between CPU memory and GPU is
2.55x more in quantized training than normal training.

Critical data movements in Updating weights. Moreover,
as high precision weights update requires high precision data
(e.g.,W, AW, and W,.,,), their movements between memory
and accelerator become more critical in quantized training. It
is simply because other data in quantized training have been
quantized to low bit-width, comparing the backward pass in
quantized training against that in normal training (Figure 4
(b) vs. (a)). Analytically, when training AlexNet with other
data quantized to 8-bit, high precision data movements become
1.80x more in quantized training (53.5%) than that in normal
training (29.8%).
Our solution. One may think that the naive and intuitive
solution of adding quantization support to the ACC could ad-
dress above issues, as shown in Figure 4 (c) where specialized
statistic units (S()) and quantization units (Q()) are equipped.
However, they are still far from efficiently processing state-
of-the-art quantized DNN training. The main reason is that
statistic-based quantization is not free lunch and introduces
extra data accesses during statistic counting and quantization.
Specifically, a two-pass data access is required for each data:
one for statistic analysis and one for quantization. As a result,
for each epoch, ACC has to access at least 2x more data
than training without quantization, leading to at least 2x more
memory energy costs. Even worse, when ACC has limited on-
chip storage whose size is less than a layer in DNNs, such as
in IoT devices particularly, ACC has to exchange intermediate
results back to main memory, which inevitably incurs more
data access.

In summary, a high energy-efficient hardware for quantized
DNN training should not only efficiently support on-the-fly
statistic-based quantization and high precision weights update,

but also reduce the number of extra data access and high
precision data access.

In this paper, we propose a novel hybrid architecture
of an ASIC acceleration core and a NDP Engine called
Cambricon-Q. Initially, we propose a Hardware-friendly Quan-
tization Technique (HQT), which can perform statistic anal-
ysis and quantization with one-pass data access (detailed in
Section III). Together with the Statistic Quantization Units
(SQU) and Quantization Buffer Controller (QBC), Cambricon-
Q addresses the efficient hardware support on-the-fly statistic-
based quantization issue as well as reducing the extra data
access. Cambricon-Q features the NDP Engine to address the
issue of hardware support for high precision weights update
as well as reducing the high precision data access (detailed in
Section IV).

III. HARDWARE-FRIENDLY QUANTIZATION TECHNIQUE

In this section, we introduce our hardware-friendly quantiza-
tion technique (HQT) for quantized DNN training. HQT could
avoid extra data access during quantization with its Local
Dynamic Quantization (LDQ), and could reduce quantization
errors for the long-tail-distributed data with its component of
Error-estimation-based Quantization Multiplexing (E?BQM).

A. Local Dynamic Quantization (LDQ)

Previous layer-wise statistic-based quantization techniques
need to perform global statistics before quantization, which
leads to data dependency as a “bottleneck”. Each element in
the quantized result X, depends on the statistic ¢, which itself
depends on every element in the original data X. 6 is available
only after a full scan of X, thus a full scan of X is inevitable
to obtain 6. Moreover, until when 6 is available, no value in
X, can be computed, thus a second full scan of X to compute
X, is also inevitable. The “bottleneck” phenomenon forbids
the hardware leveraging data locality and causes at least 2x
data access.

More fine-grained Local Dynamic Quantization (LDQ) can
solve the “bottleneck” phenomenon. LDQ slices the data into
blocks of fixed size. The statistic is performed within each
block, constrained the data dependencies to local scope. The
block can fit in the on-chip buffer size, hence avoid the
excessive memory accesses.
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Notice that the error with LDQ is guaranteed to be less or
equal to the error with layer-wise statistic-based quantization.
The statistic 6 is the max absolute value (max|X|) in the
data for every state-of-the-art algorithms. Trivially, the max
absolute value of a local data block (6;) never exceeds the
max absolute value of all the data, hence 6; < 6 always holds.
Dynamic quantization forbids the occurrence of data clipping,
so the representation with narrower range (i.e. smaller 6)
will have a less rounding error. In summary, LDQ always
has smaller or equal rounding error compared to the layer-
wise dynamic quantization. We also validate this proposition
with experiments, on 10 sets of trained models and training
algorithms, LDQ achieved +0.02% final accuracy on average,
compared to the original quantization method.

Besides, the compression ratio of LDQ is close to layer-wise
dynamic quantization (denote as DQ), if the block size K is
large enough. Suppose data is quantized into 1 byte, and the
statistic 6 of each block is stored in 2 bytes. The compression
ratios of LDQ and DQ are calculated as

o AN 4
LD = =
CTN(K+2) 1+2/K
AN 1
Cpo

T N+2 1+2/N

where N is the number of data, and K is the block size. If K
is greater than 200 or 4000, the compression efficiency loss is
less than 1% or 0.05%.

B. Error-estimation-based
(E*BOM)

Researches found that the long tail distribution of data
in DNN models exaggerated the rounding errors in fixed
point representations [32], [62], [64], [65]. Current algorithms
cover the long tail distribution with various techniques, mainly
dynamically switched quantization. Zhong et al. [64] proposed
Shiftable Fixed-Point Data Format, which encodes data two
different fixed-point value ranges with an additional bit, cover-
ing both the representable range and resolution. Jain et al. [32]
proposed a very similar data representation BiScaled-FxP for
the long tail distribution, encoding two scales (namely Scale-
Fine for most data and Scale-Wide for the long-tail). Zhang
et al. [62] use dynamically selected data format according
to estimated quantization error between INT8 and INT16, to

Quantization Multiplexing

cover different distributions. Zhu et al. [65] proposed Direction
Sensitive Gradient Clipping to clip the long tail with a minimal
precision penalty. This technique optimizes the best clipping
range setting with backpropagation, using the cosine similarity
between the dequantized and original data as the loss function.

The divergence of techniques is unfriendly to the design of
efficient hardware. The key observation here is that all these
techniques are choosing the best quantization function Q;(-)
among several candidates Qo(-), Q1(+),...,Qn(:) according
to the estimation of quantization error (the distance between
the original data X and the dequantized data X,). E.g.
Shiftable Fixed-Point Data Format can be seen as choosing the
best fit value range between two candidates according to any
error estimations, and Direction Sensitive Gradient Clipping
can be seen as choosing the best clipping range among
many possible settings according to the distance defined in
the inner-product space. We unified these methods into the
Error-estimation-based Quantization Multiplexing (E>BQM)
technique, shown in Figure 5. This technique consists of
four steps: (1) performs statistic on the original data X;
(2) quantizes the data X into multiple candidates X, ; via
different quantization function Q;(-); (3) calculate the distance
between X and each dequantized data X| = Q; ' (X, ;) as the
estimation to quantization errors; (4) select the best candidate
as the final result X, according to the error estimation.

As an example, we use a 4-way E°BQM with the rectilinear
distance estimation (3_ |z; — «}|) to simulate the Direction
Sensitive Gradient Clipping [65]. Experimental results on
AlexNet and ResNet-18 show that the accuracy difference is
+0.1%/-0.2% respectively, which are not significantly affected.
We also validate a 4-way E’BQM to simulate the Shiftable
Fixed-Point Data Format on ResNet-18!, the accuracy differ-
ence is +1.1% showing an significant improvement.

IV. CAMBRICON-Q ARCHITECTURE
A. Overview

Figure 6 shows the overall architecture of Cambricon-Q,
which consists of two major parts: an ASIC Acceleration
Core and a practical near-data-processing (NDP) Engine. The
Acceleration Core is designed to quantize data with HQT and
perform the major computations in quantized DNN training.
It consists of a PE Array for matrix/vector computing, a
scalar functional unit (SFU) for scalar operations, and three
on-chip buffers (for input neurons (NBin), output neurons
(NBout), and synapses (SB) respectively). Besides, it includes
three specially designed modules to efficiently support HQT:
a Statistic Quantization Unit (SQU) that performs the on-the-
fly statistic and LDQ, two Quantization Buffer Controllers
(QBCs) coupled with NBin and SB to manage data quantized
with different parameters (e.g., scales and offsets). The NDP
Engine is designed to perform in-place updating of high-
precision weights in memory. It consists of two specialized
modules: an SQU and a NDP optimizer (NDPO) to update
weights with various optimizers.

1Zhong et al. [64] with Shiftable Fixed-Point Data Format is not directly
applicable on AlexNet, so we only report the result on ResNet-18.
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Fig. 7. Processing quantized forward and backward pass on Cambricon-Q.
S - Q() is the fused statistic and quantization units, which is performed by
SQU. f(), g(), and k() are all performed by the PE Array and SFU. h() is
performed by the NDP Engine.

To perform the forward pass of DNN training, as shown
in Figure 7, Cambricon-Q quantizes the input neurons and
synaptic weights through the SQU inside NDP Engine directly
(i.e., S-Q()) and then loads the quantized data to NBin and SB
in the Acceleration Core, respectively. The Acceleration Core
manages the data with different quantization parameters in
NBin and SB through the two coupled QBCs. The acceleration
core performs computation on the PE Array and SFU (.e.,
f(). After computation, the PE Array sends its final results
to SFU for activation function and stores to NBout. The
final results are written back to memory through on-the-fly
quantization with SQU (i.e., S - Q()). It can be noticed that
only quantized data are transferred between NDP Engine and
Acceleration Core.

To perform the backward pass of DNN training, as shown
in Figure 7, Cambricon-Q follows the principle that elim-
inates full bit-width data traffic as many as possible for
the three stages of the backward pass. For the first stage,
i.e., computing gradients on neurons, Cambricon-Q loads the
output neurons of layer [, gradients of layer [ 4+ 1, weights
of layer [ + 1 to NBin, NBin, and SB, respectively, while
streaming the data through SQU in NDP (i.e., S - Q()) for
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Fig. 8. Statistic Quantization Unit. (X: unquantized data; ©: quantization
parameters; Xg: quantized data.)

quantization. Cambricon-Q then computes the gradients of
layer [ through the PE Array (i.e, g()) and writes only the
quantized gradients to the memory after performing on-the-
fly quantization through SQU in the Computing Core. For the
second stage, i.e.,computing gradients on weights, similarly,
Cambricon-Q loads only quantized data and computes the
results through the PE Array (i.e., k()). But slightly different
from the previous stage, Cambricon-Q writes back the full bit-
width results of weight corrections instead of quantization. For
the third stage, i.e., updating weights, Cambricon-Q performs
in-place updating weights (i.e., h()) through the NDPO in
NDPO Engine directly instead of passing to Acceleration Core,
which eliminates huge data traffic. It can be noticed that most
data transferred between NDP Engine and Acceleration Core
are quantized data as well as eliminating extra data access with
on-the-fly HQT.

In the rest of this section, we first introduce the specialized
modules designed for supporting statistic-based quantization.
Then we introduce the instruction set used in Cambricon-
Q and how the controller works. At last, we introduce the
functional units for computation.

B. Statistic-based Quantization support

Overall, Cambricon-Q addresses the challenges in Sec-
tion II-B with the help of HQT and the specialized modules,
including SQU, QBC, and NDPO. First, together with HQT,
SQU supports on-the-fly statistic counting and quantization
that eliminates non-trivial extra data access. Second, QBC, a
cache-like buffer controller, manages the data that is quantized
with different parameters in hardware. Third, NDP Engine
supports in-place synaptic weight update, avoiding costly data
transfer between memory and on-chip computing units.

1) SQU: The SQU is designed for on-the-fly statistic
counting and quantization (i.e., S - Q()), to support HQT
efficiently. As shown in Figure 8, a SQU consists of two
4 KB buffers, a Statistic Unit (Stat. Unit), a Quantization
Unit (Quant. Unit), and an Arbiter. At first, the unquantized
data (i.e., X) are stored to the SQU buffers, where the two
SQU buffers are worked in a double-buffering manner to
improve the throughput. Simultaneously, the unquantized data
(X) is sent to the Statistic Unit, which computes the statistic
results to decide the quantization parameters (i.e., ©). Then,
based on the quantization parameters, the Quantization Unit
performs the quantization, which converts full bit-width data
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into low bit-width data (i.e., X;). Moreover, to support the
E’BQM technique, SQU performs a time-multiplexing 4-way
quantization with different parameters so as to find the best
quantization parameters. The Arbiter compares the quality
of quantization with different quantization parameters, and
selects the quantized data and corresponding tag as the final
quantization results.

2) OBC: In HQT, even neighboring data may be split into
two independent quantization process with different parame-
ters. To manage such data, we design the QBC, a cache-like
on-chip buffer controller, coupling with NBin and SB. Figure 9
shows the architecture of on-chip buffer with QBC, using NBin
as an example. Similarly to cache, QBC manages the NBin in
buffer lines, where data in a buffer line share the same data
format (i.e., bit-width and quantization parameters) and each
buffer line has a tag to record that data format. When data
is read out from the NBin, both data and tag are provided
to perform the computations correctly according to their data
format. In the implementation in this paper, each buffer line
in Cambricon-Q has of 32 words and each word is 8 bits.

QBC maintains the data in one buffer line having the same
data format. For most cases, data in DNNs are tensors that
are read/written from/to on-chip buffers in lines with the same
data format, where QBC only need to record the tag for each
line. But in few cases such as matrix transposition, data to
store in one buffer line have different formats. To maintain
the integrity of buffer lines, QBC performs requantization for
the data in the buffer line, when data are indexed through
a byte-addressing manner, see Figure 9. Specifically, when
writing data to a buffer line that has different tag, data and
their corresponding tags are saved in the Selected Line firstly.
Meanwhile, the Max Tag is updated to the maximum one of the
data and the buffer line. Then the Selected Line is re-quantized
based on the Max Tag and flushed back to buffer line, and the
tag of the corresponding buffer line is set to Max Tag. In such
a manner, data in buffer line are maintained with the same
quantization parameters, i.e., same tag. Please note NBout is
not coupled with QBC for it contains only full-precision data.
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Fig. 10. Architecture of NDP Engine.

3) NDPO: Table IV lists the commonly used optimizer
(i.e., h()) in Updating weights, including AdaGrad [15], RM-
SProp [25] and Adam [36], where 7 denotes the learning rate,
g denotes the gradient on weights, m and v are parameters
maintained by optimizers, 3,5 and [y are decay rates. It
can be noticed that these optimizers introduce full-precision
parameters that has at least the same number of weights,
due to the element-wise functions of h(). To avoid the full
bit-width data traffic, we propose a Near-Data-Processing
Optimizer (NDPO) aside the memory to leverage the in-
place computation. As the functionality required for Updating
weights is relatively simple, the NDP Engine, which is put
aside the original memory controller, introduces only small
overhead. In our evaluation, the cost of entire NDP engine is
0.49mm? and NDPO cost is only 0.07mm?.

Figure 10 (a) shows the architecture of memory in the NDP
Engine. The NDP Engine enhances the memory with a NDPO
for computation and several registers for buffering weights and
optimizer parameters. The NDPO is designed to support all
the optimizers listed in Table IV. As all the optimizers can be
summarized by the following formulas:

2
My =C1 X Myg_1 +Ca X g Vg =C3 X V1 +C4 Xg

ti =miorg tzzu_%orl

Wy = Wg—1 — C5 X t1 X tQ,
(1)
we design the NDPO to perform above formulas, see Figure 10
(b). For example, for Adam optimization, Formula 1 has ¢; =

/ t
Bi,ca =1—=P1,c3 =P, ca =1—P2 05 =1 1:;?2,
s1 = 1 and sp = 1. NDP Engine first sets the corresponding
parameter registers according to the parameters from controller
in the Acceleration Core. The memory controller sends three
successive ACTIVATE signals to the memory, where the rows
storing weight value and corresponding m and v values are
activated from the cell array. Then the memory controller in
Cambricon-Q sends WRITE signals with a gradient value g
and a destination column address through the DDR bus, where
three specific values from data buffer, namely w;_;, m;—; and
v¢_1. The updated values w;, m; and v; are computed by the
NDPO bases on Optimizer (i.e., h()), and sent back to the data
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buffer. After the current row is finished, the memory controller
sends three successive PRECHARGE signals to write back the
updated weights and optimizer parameters to the cell array.

C. Instruction Set

Cambricon-Q adopts a tensor-based instruction set, which
supports high-level operations, such as convolution (CONV),
matrix multiply (MM), vector operations (e.g. VMUL), vector-
scalar operations (e.g. VFMUL), horizontal vector operations
(e.g. HMuUL), vector load/store (VLOAD/VSTORE) and stripe
load/store (SLOAD/SSTORE). Especially, to efficiently support
quantized DNN training as well as manage the NDP En-
gine, we also include several specially designed instructions,
as listed in Table V. Particularly, QSTORE/QLOAD/QMOVE
performs data storing/loading/moving with on-the-fly quanti-
zation on Acceleration Core/NDP Engine/Acceleration Core,
CROSET performs NDP configuration, and WGSTORE per-
form in-place weight update in NDP Engine.

D. Function Units

Cambricon-Q consists of two computing units, the PE Array
and the SFU. The PE Array is designed to perform high
parallel tensor operations and the SFU is designed to perform
scalar functions including non-linear operations.

TABLE IV
COMMONLY-USED OPTIMIZERS FOR DNN TRAINING.

Parameters
Maintained

Optimizer Computations Performed

SGD W =We—1 —MNXg

— 2
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Adam [36]

m,v
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TABLE V
THE PROPOSED ISA IN CAMBRICON-Q.

Type Operation Example

Control Set DDR Constants CROSET creg_id, imm
Vector 1/0 VLOAD dest, src, size

Data I/O Stripe I/0 SLOAD dest, src, dest_str, src_str, size, n
On-the-fly Quantized I/0 QSTORE dest, src, size
Store and Optimize WGSTORE dest, dest2, dest3, src, size
Matrix Multiply MM dest, Isrc, rsrc, m, n, k

Compute 2D Convolution CONV dest, weight, src, ...

Vector Operations VMUL, VFEMUL, HMul, ...

Figure 11 shows the organization of PE Array, which con-
sists of N x M PEs, and N Accumulators. Each PE is capable
of processing a 4-bit multiplication, where a 8-bit output
is generated and sent to Accumulator. Each Accumulator
consists of an adder-tree, a shift-adder, and a dequantizer, see
Figure 11. In this paper, we choose M = N = 64 to fit in
edge devices. The adder-tree accumulates the results of its M
connected PEs, receiving 8-bit inputs from PEs and generating
14-bit summation result without loss of numerical precision.
The shift-adder is used to realize computation of wider bit-
width inputs in a time-serial manner, therefore PE Array could
perform 4-bit, 8-bit, 12-bit and 16-bit quantization with 4-bit
operators. The dequantizer is used to dequantize the final 38-
bit result into 32-bit floating-point format for later operations
such as full bit-width weight update precisely. Please note
that instead of dequantizing inputs ahead of computation,
Cambricon-Q only perform dequantization on the accumulated
results in Accumulators. Thus, it not only reduces the required
dequantization logic from M x (N + 1) shifters to N adders
and N shifters, but also reduces the hardware overhead of PEs
and Accumulator with 4-bit operators.

V. METHODOLOGY

In this section, we first introduce the experimental setup
including the benchmarks and the hardware platform configu-
rations for comparison.

A. Benchmarks

Our benchmark set (Table VI) covers a wide spectrum of
efficiency-optimized NN models including both CNNs and
recurrent networks. We test the state-of-the-art dynamic quan-
tization algorithms (Zhu [65] and Zhang [62]), and the tailored
version with optimization of HQT on them (Zhu [65]+HQT

TABLE VI
BENCHMARKS.
Model Dataset Batchsize
AlexNet [37] ImageNet [52] 32
ResNet-18 [24] ImageNet 32
GoogLeNet [57] ImageNet 32
SqueezeNet-V1 [29] ImageNet 32
Transformer-Base [59] WMT17 [5] 260
PTB-LSTM-Medium [26]  PennTreeBank [43] 1000




and Zhang [62]+HQT). We report the average execution time
and energy consumption per minibatch of the whole training
process. Considering the resource-constrained characteristic of
our experimenting platforms, the minibatch size is set to best
fit the memory space. Data is quantized into 8-bit format
whenever possible.

B. Hardware Configurations

We compare the training performance and hardware cost
with the most commonly-used architectures: GPU and TPU.
a) Cambricon-Q: We implement Cambricon-Q in Ver-
ilog RTL. To obtain the area and power, we synthesize and
place&route the RTL code with Synopsys toolchains under
TSMC 45 nm technology. We use CACTI7 [4] and DESTINY
[50] to model the DRAM memory and on-chip SRAM buffers.
Due to the unbearable long duration of silicon simulation,
we also implement a cycle-accurate performance simulator to
evaluate the total execution latency (cycles). The simulator also
reports the exact memory traces (Ramulator [35] is integrated)
and module activities, which is then used to calculate dynamic
energy consumptions. The Cambricon-Q has the 64 x 64 4-bit
PE Array working at 1 GHz, providing a peak performance of
8 Tops @ INT4 / 2 Tops @ INT8, with the memory bandwidth
of 17.06 GB/s. Please note Cambricon-Q performs the two
algorithms in a same manner but with different parameters,
and thus we have the same performance and energy numbers.
b) GPU: We choose NVIDIA Jetson TX2 as the GPU
baseline platform since the comparable hardware configura-
tion. The GPU has 256 CUDA cores (each able to perform
two FP16 FMA operations in one cycle) running at 1302 MHz
max frequency, providing a peak performance of 1.33 TFlops
@ FP16 [18], with the memory bandwidth of 59.7 GB/s. We
deploy our benchmarks on PyTorch 1.5 [49], CUDA 10.0 and
cuDNN 7.6.3. We measure the execution time with nvprof
and the energy comsumption with an Aitek AWE1611 power
analyzer. We run the training in mixed data format to enable
the best possible performance, since the GPU do not have
hardware INTS8 support. To support mixed precision in training
we use Apex [46], a PyTorch extension provided by NVIDIA.
c¢) TPU: We re-implement TPU architecture as a sim-
ulator, based on SCALE-Sim [53]. We expand SCALE-Sim
with necessary features to support quantized DNN training,
including mixed precision, the backward process, statistic
function units and quantization units. The overall architecture
is organized as Figure 4(c) shown. For a fair comparison,
we align the hardware configuration with Cambricon-Q. More
specifically, it has the 32 x 32 8-bit PE Array running at
1 GHz, providing a peak performance of 2Tops @ INTS,
256 KB SRAM NBin, 512KB SRAM SB and 256 KB SRAM
NBout, with the memory bandwidth limited at 17.06 GB/s.
Additionally, for a fair comparison, we run the HQT quantized
DNN training on TPU, too, to collect the performance and
energy numbers.

VI. EXPERIMENTAL RESULTS

In this section we first evaluate the power/area over-
head of Cambricon-Q, then we compare the performance of

TABLE VII
HARDWARE CHARACTERISTICS.

Area (mm?) (%) Power (mW) (%)

Acceleration Core  8.69 100 891.37 100
SQU 0.42 4.88 122.67 13.76
QBC 0.09 0.99 1.69 0.19
FU 2.11 24.28 483.88  54.29
NBin 1.31 15.11 6.28 0.70
SB 1.52 17.45 9.65 1.08
NBout 0.72 8.29 4.43 0.50
Decode 0.11 1.23 50.04 5.61
1B 0.36 4.14 25.28 2.84
MC 0.23 2.65 83.00 9.31
PHY 1.83 21.00 10445 11.72
NDP Engine 0.49 100 138.94 100
SQU 0.42 86.70 122.67 88.29
NDPO 0.07 13.30 16.27 11.71

Cambricon-Q, TPU, and GPU. Finally, we analyze the insights
of Cambricon-Q design.

A. Hardware Characteristics

The detailed hardware characteristics are listed in Table VII.
The Acceleration Core in Cambricon-Q occupies 8.69 mm?
area, consuming a power of 891.37 mW, at the technology of
45 nm. It can be observed that Cambricon-Q can efficiently
process on-the-fly statistic-based quantized DNNs training
at low hardware costs, only 5.87% (0.51 mm?) extra area
and 13.95% (124.36 mW) extra power consumption. We also
evaluate the additional components introduced in the NDP
Engine (i.e. SQU and NDPO). They occupy 0.49 mm? area
and consuming a power of 138.94mW, also low hardware
costs when considering the large dram.

B. Performance

We compare the performance of Cambricon-Q against TPU
and GPU on 6 network models based on two state-of-the-art
statistic quantization algorithms.

a) Accuracy: Table VIII compares the training accuracy
results on our Cambricon-Q against two state-of-the-art quan-
tization algorithm, as well as the original FP32 unquantized
training. Zhu [65] works well on 4 CNN benchmarks, where
Cambricon-Q achieves < 0.2% accuracy loss, —0.1% on
average compared with its original version. However, with
Zhang [62] Cambricon-Q achieves the same or even better
accuracy on 5 out of 6 benchmarks (+0.1% on average

TABLE VIII
TRAINING ACCURACY RESULTS.

Model | FP32 | Zhu [65] +HQT  Zhang [62] +HQT
AlexNet 58.0 57.7 57.6 58.0 58.0
ResNet-18 70.1 69.6 69.5 69.6 70.0
GooglLeNet 72.8 72.0 72.0 72.8 72.8
SqueezeNet 58.5 57.3 57.1 58.1 58.1
Transformer (BLEU) 25.6 - - 24.9 25.0
LSTM (Perplexity”) 115.29 42339 42571 11525  116.04

“Lower is better.



of CNNs and +0.4% BLEU on Transformer), only slightly
underperforms on LSTM (+0.7% perplexity). The reason is
because HQT could adjust quantization parameters in a finer-
grained manner, leading to a better quantization quality.

b) Speedup: Figure 12(a) shows the performance im-
provement of Cambricon-Q over the GPU and TPU baseline.
Overall, Cambricon-Q outperforms GPU by a factor of 4.20x,
TPU 1.70x, averaging on the two quantization algorithms and
six DNN models. The results show that Cambricon-Q can
boost performance of statistic quantization algorithms by mov-
ing the precision-sensitive data movement out of critical path.

In the further step, we breakdown the training epoch into six
parts, including forward pass (FW), backward pass (computing
gradients on neurons (NG), computing gradients on weights
(WG), updating weights (WU)), statistic analysis (S), and
quantization (Q), as shown in Figure 12(b). Cambricon-Q
achieves least speedup on AlexNet (2.09x), but most speedup
over TPU on AlexNet (2.07x). The main reason is because
AlexNet has the most number of weights, therefore costly in
Updating weights. But Cambricon-Q performs such operation
on the NDP Engine, which saves the time of data transfer from
memory. As the most difference between TPU and Cambricon-
Q is the HQT, we can observe that most of benefits are from
the on-the-fly statistic and quantization, where TPU and GPU
hardly benefit from the dynamic quantization techniques. It
can also confirm that backward pass is much more costly than
forward on both TPU and Cambricon-Q.

C. Energy

We report the energy comparison of TPU, GPU, and
Cambricon-Q across the six neural networks and the result
is shown in Figure 12(c). Overall, Cambricon-Q achieves
1.62x, and 6.41x better energy efficiency compared to TPU
and GPU, respectively. To clearly show the energy efficiency
sources, we further breakdown the energy into different com-
ponents, including functional modules in Acceleration Core
(ACC), on-chip buffer (BUF), memory standby (DDR-SB),
and memory dynamic (DDR-DY), as shown in Figure 12(d).
Energy efficiency of Cambricon-Q comes from two parts:
1) the elimination of memory traffic, including both high
precision data movements and extra data access, resulting
1.54x energy reduction on memory side; 2) the computation
units with lower bit-width, which is less significant.

VII. DISCUSSION
A. Performance scalability of Cambricon-Q

To show the efficiency of Cambricon-Q, we compare
Cambricon-Q against two high-end GPUs: desktop-level
Nvidia 1080Ti [11] and server-level Nvidia V100 [12].
With 17.64% and 1.6% peak performance of 1080Ti and
V100, Cambricon-Q achieves 33.29% and 8.55% performance,
2.16x and 2.27x better efficiency, respectively, when training
the ResNet-18.

Moreover, to achieve high throughput, we scale Cambricon-
Q to Cambricon-Q-T and Cambricon-Q-V, which have com-
parable peak performance as 1080Ti and V100, respectively.

10

Cambricon-Q-T and Cambricon-Q-V are organized in a sim-
ilar way as Tangram [19]. For Cambricon-Q-T, we increase
the number of PE array in Cambricon-Q to eight, thus a
total 16 Tops@INTS8 perk performance (141.09% of 1080Ti’s
11.34 Tflops), where each PE array has its SB for private
weights and all the PE arrays share the NBin for broadcast
neurons. We scale the memory bandwidth for Cambricon-
Q-T 4x up to 68.24GB/s (14.10% of 1080Ti’s 484 GB/s
bandwidth). For Cambricon-Q-V, we increase the one PE array
in Cambricon-Q to an 8x8 2D mesh, thus a 128 Tops@INT8
peak performance (102.4% of V100’s 125 Tflops), where each
column in the 2D mesh shares the same weights from SB
and each row shares the same neurons from NBin for batch
parallelism. We scale the memory bandwidth for Cambricon-
Q-V 16x up to 272.96 GB/s (30.33% of V100’s 900 GB/s
bandwidth).

Figure 13 reports the performance of Cambricon-Q,
Cambricon-Q-T, and Cambricon-Q-V, when compared against
Jetson TX2, 1080Ti, and V100, respectively. We choose the
best minibatch size settings on each hardware. Cambricon-
Q-T and Cambricon-Q-V runs faster on both ResNet-18 and
LSTM than corresponding GPUs, showing good performance
scalability.

B. Generalized to other quantization methods

Cambricon-Q has been demonstrated to well support a
bunch of state-of-the-art statistic-based quantization algo-
rithms with different data formats, statistical methods and
quantization policies, see Section III and IV. The flexibility
of Cambricon-Q is achieved by the proposed configurable
architecture: (1) the Quant Unit in SQU / QBC can support
different formats such as INT4/INTS8/INT12/INT16; (2) the
Arbiter/State Unit can support various statistical methods such
as Max Absolute Value, Rectilinear Distance, and Mean Bias.

Actually, Cambricon-Q can efficiently support all statistic-
based quantization algorithms with two common and general
characteristics via HQT III: (1) the scale statistic (i.e., )
only depends on the original data X; (2) the error estimation
statistic depends on X and the dequantized data X’. As long
as future statistic-based quantization algorithms fit in the
two characteristics, Cambricon-Q can be efficiently applied.
Moreover, Cambricon-Q can easily support non-statistic-based
quantization algorithms by simply bypassing the Stat unit.

C. Generalized to other low-bitwidth PEs

Cambricon-Q supports other low-bitwidth data such as INT4
directly with 4-bit operators in PE. The reason is two-fold.
First, Cambricon-Q with 4-bit PE and serial computation can
be flexible for supporting more data precisions, including
INTS8, INT12, INT16, and other precisions that are multiples of
4. Therefore, Cambricon-Q with 4-bit PE can directly support
models that are capable of 4-bit precision (e.g., inference)
and efficiently support models that have mixed precision.
For 4-bit models, Cambricon-Q can further increase the per-
formance/energy efficiency by 2.33x/2.35x if switched to 4-
bit. Second, Cambricon-Q with 4-bit PE is able to maintain



mmm GPU mmm TPU mmm Cam.Q (w/o NDP) mmm Cam.Q (Full)

107! A

(a) Speed Up wrt. GPU

AlexN.  ResN. GooglLeN. Sque.N. Transf. LSTM GeoMean

B BN FW BN NG EEN WG EEN WU mem S BN Q
c

£ 100

g

< 80 A

<

o 60

£ 40+

2 20

2

AlexN. ResN. GoogLeN. Sque.N. Transf. LSTM GeoMean

Fig. 12.

1 -®-
—_—-

GPU ResNet
GPU LSTM

—&— Cam.Q ResNet
—+— Cam.Q LSTM

Relative Attained Performance

16 32 64 128

Peak Performance (Tops)
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high throughput easily with regard to bit-serial computing.
Bit-serial computing is commonly introduced to address the
varying bitwidth issue, but it requires multiples of PEs to
deliver high performance and high parallelism in data to avoid
low utilization of PEs [34], [54]. As a result, Cambricon-Q
adopts 4-bit as the basic operator but leveraging time-serial
methods to support various precision.

D. Cambricon-Q without NDP

As analyzed in Section II-B, data movements in weight
updating (WU) can also be critical. Therefore NDPO is
required to achieve the most efficient training. Figure 12
also report the speed up and energy benefit of Cambricon-
Q wihout NDP Engine. On several models which involve
heavy WU processes (i.e. AlexNet, Transformer), Cambricon-
Q without NDP can only achieve negligible improvements
on both performance and energy. On the other hand, on
models whose WU take marginal proportions (i.e. GoogleNet,
SqueezeNet), Cambricon-Q without NDP achieves similar
improvements with Cambricon-Q with NDP. It can be seen
that NDP Engine is critical to support arbitrary DNN models
efficiently, and achieves non-negligible improvements over the
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baseline on average (38% performance / 42% energy efficiency
improvements over TPU).

E. Comparison to approximate PIM architecture

The near-data-processing scheme adopted by Cambricon-
Q allows the acceleration core only performing low-precision
computation for high efficiency. Unlike previous PIM designs
that usually allocate the low-precision or approximate compu-
tations in PIM architecture for better efficiency, Cambricon-
Q keep the essential full-precision of weight update on the
memory side. Specifically, we propose a rank-level NDP de-
sign for the full-precision weight update, our NDP engine can
be configured to support various training optimizers including
SGD, AdaGrad, RMSProp, and Adam.

VIII. RELATED WORK
A. Quantization Algorithms

Quantization techniques are commonly used to reduce the
computation, storage, and communication overhead by using
lower bit-width to represent data. Although quantization tech-
niques can be applied in both inference and training processes,
precision sensitivity of inference and training is different. Pre-
vious works empirically demonstrated that 16-bit fixed-point
data was able to handle most of image detection inference
tasks [9], [10]. More studies were spawned to push the limit
to the border of 8 bit-width, 4 bit-width, or even lower bit-
width [28]. Training stage, however, is much more challenging
to apply quantization with retained accuracy. Training data,
especially gradients, are more sensitive to the quantization
methodology, since the lower bit-width may damage the model
accuracy. Recently, statistic-based quantization techniques [8]
have been proposed, which successfully achieved 8 bit-width
on most of training data. The key idea was to determine
the quantization parameters separately for weights, neuron
activations, and gradients according to the run-time statistic
of data distribution. Our work envisions the inefficiency of



TABLE IX
RECENT QUANTIZED-TRAINING-AWARE ACCELERATORS.

Cambricon-Q  Agrawal 2021 [1]

Oh 2020 [47]

Lee 2019 [40] Wang 2018 [60] Fleischer 2018 [17]

Supported data format FxP, INT HFP8 [56], FP16 DLFloatl6 [2] FGMP [40] FP8 [60] FP16
Supported training bit-width 4/8/12/16 8/16 16 8/16 8 16
Dynamic quantization support ¢/ X X Threshold-based X X
Extra cost in weight update Round-off Residual® - - Stochastic Rounding* -
ResNet-18 accuracy @ Bit-width 70.0% @ 8/16 69.39% @ 8 - 68.19% @ 8/16  65.74% @8

Technology 45nm 7nm 14 nm 65nm - 14 nm
TOPS/W 224 @ INT8 1.9 @ FP8 1.1 @ FP16 1.63 @ FP8 -

T Introduces additional processing pass and 16-bit data on weights.

deploying such smart quantization techniques on existing deep
learning architectures and proposes Cambricon-Q architecture
to reduce the overhead of run-time quantization and full-
precision computing in optimizers during statistic-based quan-
tization.

B. DNN Architectures for Quantization

Most existing DNN accelerator architectures focus on lever-
aging quantization to accelerate DNN inference [34], [39],
[48], [54], [58]. Stripes applied quantization to each layer of
CNN networks and got 2~13 bit-width for inference [34].
BISMO [58] and BitFusion [54] proposed bit-serial multipli-
cation designs for reconfigurably executing DNN models with
variable quantized bit-width. OLAccel utilized quantization
with both 4-bit and 16-bit MACs [48]. ShapeShifter [39]
proposed loss-less memory compression techniques for width
adaption. Boroumand er al. proposed the PIM design to
quantize data near memory for data movement reduction [6].
DRQ tried dynamic region-based quantization for 4-bit or 8-bit
data during DNN inference [55]. BiScaled-DNN proposes the
new data format for quantification [32]. HBFP [14] leverage
the quantized data format to increase the hardware density
of the PE arrays with the BFP data format, but can not
ensure the training accuracy and benefit from quantization
in data transmission and storage for high energy efficiency
and performance. Existing architectures focus on leveraging
quantization to accelerate the inference. During the training
stage, the variability and precision-sensitivity of data distri-
bution makes it much more challenging to efficiently apply
quantization techniques [13], [21]. Cambricon-Q innovatively
proposes the composite design of ASIC acceleration and NDP-
based optimizers with local dynamic quantization algorithms
to efficiently accelerate DNN training with retained accuracy.

Table IX compares Cambricon-Q with recently proposed
quantized-training-aware ASIC accelerators. Regarding the
supported training bit-width, Cambricon-Q supports 4/8/12/16-
bit fixed point arithmetics, while B. Fleischer et al. [17] and
J. Oh et al. [47] only quantize to 16-bit which is much less
efficient than other 8-bit and 4-bit implementations. Regarding
the support of dynamic quantization, Cambricon-Q provided
the on-the-fly statistic and quantization support to dynamically,
efficiently and properly re-scale the data, while all the previous
accelerators except J. Lee et al. [40] lack architectural support
thus require a proper scaling factor set manually to converge.
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¥ Requires random number generation, not implemented in the proposed hardware.

Regarding the extra overhead in the weight update process,
Cambricon-Q proposed the NDP Engine to minimize the
overhead of the weight update process, while A. Agrawal
et al. [1] (based on HFP8 [56] format) introduces round-off
residuals which costs 13.7% more training time. Regarding the
accuracy retained, Cambricon-Q retained the highest accuracy
with < 0.1% loss compared to the FP32 baseline (70.1%),
while J. Lee et al. [40] and N. Wang et al. [60] suffer
from non-negligible accuracy loss (> 1%). Cambricon-Q also
achieves the highest performance efficiency (2.24 TOPS/W
@ INT8 mode, 45nm). Therefore, Cambricon-Q is the first
architecture that efficiently supports quantized training with
negligible accuracy loss.

IX. CONCLUSION

In this paper, we propose a novel hybrid architecture, called
Cambricon-Q, to efficiently process quantized DNN train-
ing. Roughly, Cambricon-Q leverages our proposed hardware-
friendly quantization technique as well as the hybrid AISC
acceleration core and NDP Engine hardware to address on-
the-fly statistic quantization DNN training. Cambricon-Q is
able to reduce the extra data access as well as high precision
data access, achieving 4.20x and 1.70x better performance,
6.41x and 1.62x better energy efficiency over the GPU and
TPU, respectively. To the best of our knowledge, Cambricon-
Q is the first architecture that can perform quantized DNN
training with only negligible accuracy loss.
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